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As outlined in [1], the WID for Phase 3 of NR NTN includes an aim to support the regenerative payload  through several approaches:
Support of Store&Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2]. 
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]
Note: Strive to minimise UE impact.
Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required
In this submission, we offer our perspectives on the initial point of Store & Forward satellite operation IoT NTN .
Discussion
Due to sparse satellite constellation and ground gateways deployment, it’s often not feasible for a satellite to maintain simultaneous service link (to user equipment, UE) and feeder link (to ground network) communications. The document assumes no inter-satellite links are available, forcing satellites to operate in a standalone mode, storing data until they can connect to the ground network.
For the C-IoT UP optimization solution, the context of the UE is stored at the anchored eNB and data transmission can only occur after the service eNB verifies the context of the UE. In the TN network, this service eNB does not need to be an anchored eNB, as we can rely on the context of the program obtained through the X2 interface. However, for S&F operations, it may not be applicable as there may not be an X2 interface between satellites. In S&F operations, the UE may need to connect to its anchored eNB/satellite (i.e. send a connection release message with a pending configuration), which requires the UE to store its anchored eNB/satellite information. Although CGI is an existing ID that we can consider, in NTN, when satellites move to different geographic regions, the CGI of this broadcast may need to be updated, meaning it cannot recognize specific satellites. The simplest way may be to broadcast service satellite IDs within the community.
Proposal 1：It is suggested to broadcast service satellite IDs  in system information.  
Conclusion
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Proposal 1：It is suggested to broadcast service satellite IDs in system information.   
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