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Introduction
As captured in TR 38.843 [1], UE-sided model is considered for following (sub-)use cases:
· BM (BM-Case1 and BM-Case2)
· Positioning accuracy enhancement:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
Considering different levels of NW involvement on AI/ML life cycle, UE-sided model could have different LCM compared to NW-sided model.
In this contribution, we focus on the LCM for UE-sided model, especially on the difference between LCM for UE-sided model and NW-sided model.
Discussion
It is captured in TR 38.843 [1], RAN2 only concluded that either UE or UE-side OTT server is considered as model training entity. We further summarize the impacted network entity for different LCM components in the table below:
	
	UE-sided Model

	Supported Use Case
	BM (Case 1, Case 2) and Positioning accuracy enhancement Case 1/2a

	Training 
	UE/UE-side OTT server

	Inference
	UE

	
	Option 1
	Option 2
	Option 3
	Option 4

	Management option in TR 38.843
	1) UE autonomous, decision reported to the network
2) UE-autonomous, UE’s decision is not reported to the network 
	UE decision, event-triggered as configured by the network 
	Network decision, network-initiated AI/ML management 

	Management
	UE
	UE based on gNB/LMF configuration
	network (gNB/LMF)

	Monitoring
	UE
	UE based on gNB/LMF configuration
	UE
	gNB/LMF

	Data Collection
	Internal
	UE -> gNB/LMF
performance information for management
	UE -> gNB/LMF
assistance information for monitoring


Model Training Entity
As described above, both UE and UE-sided OTT server is agreed to be considered as model training entity during SI. As we are now in normative phase, we first would like to discuss whether there’s any specification effort needed to be considered to support above two options.
Model Training at UE-side OTT server
Model training at UE-side OTT server has been exhaustively discussed during SI, as well as the corresponding data collection methods to support model training at UE-side OTT server.
When model training for UE-sided model is located at UE-side OTT server, AI/ML LCM and operations are split between different AI/ML endpoints, i.e. part of LCM locates inside 3GPP network, part of LCM locates at UE-side OTT server. It is challenging for 3GPP network to participate in such operation and AI/ML management, since UE-side OTT server is outside of 3GPP. Furthermore, since OTT server is outside of 3GPP, the corresponding solutions including model transfer, data collection to support model training should also be transparent to 3GPP.
Observation 1: OTT server is outside of 3GPP, where solutions of supporting LCM of UE-side model trained by UE-side OTT server is transparent to 3GPP as well.
Furthermore, it is also not clear about the definition of UE-side OTT server. Normally, OTT server provides over-the-top service from network point of view, e.g. broadcasting service, media streaming service, etc. In such use cases, OTT server is considered to be located at edge or cloud. However, for UE-side OTT server, it is not clear where this OTT server is located, e.g. UE-side or similar as OTT server for other use cases (e.g. edge or cloud). If UE-side OTT server is designed and controlled by UE vendors, it is also difficult of the network to separate the difference between model trained at UE and model trained at UE-side OTT server. 
As a result, we suggest RAN2 to deprioritize discussion on model training at UE-side OTT server until we understand more about the location of UE-side OTT server and how 3GPP can participate inside of this procedure.
Observation 2: Understanding of UE-side OTT server is not clear, RAN2 considers solutions to support model training at UE-side OTT server at later stage of Rel-19 until location of UE-side OTT server is clear.
Model Training at OAM or CN
TR 38.843 further captures below notes regarding to model training:
	· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
· Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


In our understanding, all solutions require model transfer procedure to be defined between OAM/CN/gNB and UE. Since OAM/CN as model training are out scope of RAN2, it is suggested to deprioritize LCM discussion when model training is located at OAM and CN for UE-sided model. Furthermore, gNB as model training is mainly considered for BM use case, which is up to RAN1, similar as model transfer, RAN2 should wait for further progress made by RAN1 and decide whether to support gNB-trained UE-sided model.
Proposal 1: For UE-sided model, RAN2 deprioritizes model training at OAM and CN. FFS on gNB-trained UE-sided model for BM (depending on RAN1 decision).
F-LCM for UE-sided model
Various levels of collaboration between UE and NW are also identified in TR 38.843 [1], i.e. level x (implementation-based), level y (signalling collaboration without model transfer) and level z (signalling collaboration with model transfer).
As observed from above table, depending on the entity responsible for management and monitoring, functionality-based LCM (from below section, we use ‘F-LCM’ to replace “functionality-based LCM” for short) can further be discussed in following sub-cases:
Option 1: UE-based F-LCM for UE-sided model, where all LCM components are located at UE without any configuration from network for management. In this scenario, there’s no collaboration between UE and NW, i.e. level x. It is either up to UE implementation how to perform and manage AI/ML function for a (sub-)use case or UE should report the autonomous decision to NW.
Option 2: network-configured UE-based F-LCM for UE-sided model, where management/monitoring at UE side follows network configuration (e.g. event trigger for model switch/update and/or configuration for performance metrics calculation).
Option 3: UE-monitored network-based F-LCM for UE-sided model, where network is responsible for management based on performance monitoring and/or assistance information from UE, where UE performs performance metrics calculation according to network configuration.
Option 4: network-based F-LCM for UE-sided model, where network is responsible for both management and monitoring.
Proposal 2: For UE-sided model, following F-LCM are considered:
· Option 1: UE-based F-LCM for UE-sided model
· Option 2: network-configured UE-based F-LCM for UE-sided model
· Option 3: UE-monitored network-based F-LCM for UE-sided model
· Option 4: network-based F-LCM for UE-sided model
In below sections, we further discuss general understanding of each LCM component of UE-sided model respectively.
LCM Operation
Functionality Identification
For Option 1 (i.e. UE-based F-LCM for UE-sided model), since there’s no collaboration between UE and NW, it is not necessary for network to know functionality supported by UE, assuming it is up to UE implementation. 
For Option 2/3/4, since network participates in AI/ML LCM in some components, e.g. configuration, monitoring, management, functionality as captured in TR 38.843 [1], UE capability reporting is considered as baseline for UE to indicate the supported functionality for a given (sub-)use case. 
	Section 4.2.1 LCM Flavors
For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.
Section 7.2.1.5 UE capability reporting
The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG. Therefore, for CSI and beam management use cases, this information is indicated in UE AS capability in RRC (e.g., UECapabilityEnquiry/UECapabilityInformation). While for positioning use cases, it is indicated by the positioning capability as defined in LPP.


As discussed in the companion contribution [2], two options of understanding of “functionality” are proposed:
· Option 1: (sub-)use case, e.g. BM Case 1, BM Case 2, Direct AI/ML positioning, AI/ML assisted positioning
· Option 2: (sub-)use case with model inference location, e.g. BM Case 1 UE-side, BM Case 2 UE-side, positioning accuracy enhancement Case 1, positioning accuracy enhancement Case 2a.
Therefore, for UE-sided model, at least the supported (sub-)use case can be reported by UE. during functionality identification.
Proposal 3: For UE-sided model, UE capability reporting is used for functionality identification. UE reports its supported (sub-)use case in UE capability reporting as baseline. FFS on finer granularity (e.g. model inference location).
F-LCM Management and Monitoring
Clarification on functionality monitoring
During Rel-18 study item, following performance monitoring metrics are used in RAN1:
· SGCS: Squared Generalized Cosine Similarity
· mean UPT, 5% UPT
· monitoring accuracy 
· LOS classification accuracy, estimation accuracy (e.g. timing, angle)
It is observed that the above performance metrics are used to monitor inference performance of the AI/ML model, which is a different concept compared to system wireless performance (e.g. throughput, etc).
Proposal 4: RAN2 to clarify that F-LCM monitoring means AI/ML inference performance. Overall system performance (e.g. throughput, etc) are still monitored by the network. 
Depending on the location of F-LCM management and monitoring, RAN2 further concluded five options for model management and monitoring in TR 38.843 [1]. 
· Network decision, network-initiated AI/ML management
· Network decision, UE-initiated AI/ML management
· UE decision, event-triggered as configured by the network
· UE autonomous, decision reported to the network
· UE-autonomous, UE’s decision is not reported to the network
For UE-sided model, all above options can be applicable. As observed from the table summarized in Section 2.1.2 of this paper, Option 1/2/3/4 in F-LCM have different levels of network involvement in F-LCM management. For example, Option 1 can be left to UE implementation.
Normally network is always the responsibility entity to guarantee the performance of wireless system, either by configuration or making decision for one feature. Though sometimes UE can also perform some autonomous decision, it is still under network configuration. For example, UE can decide to perform CHO on its own based on network configuration of trigger event. 
Observation 3: Network is always the controlling entity for wireless features with network involvement.
This “network-controlled” management principle becomes even more critical for AI/ML applications. Though AI/ML applications can bring some gains (e.g. performance improvement and/or measurement reduction) compared to legacy approaches, the prediction accuracy is impossible to reach 100% (e.g. for BM, accuracy can reach more than 95% for the best case, while sometimes it can only achieve around 50%). Furthermore, even inference accuracy is good enough, it doesn’t mean the overall performance is always good. Therefore, in our understanding, the decision of F-LCM management should not only consider inference performance, but also consider the overall system-level performance (e.g. throughput, packet delay, etc). 
To make the real-time decision and make sure the system performance is not decreased, following legacy features, management at network (i.e. Option 1) should be at least considered as baseline for UE-sided model F-LCM management. CHO-like pre-configuration to the UE can also be considered, i.e. UE decision, event-triggered as configured by the network. 
Proposal 5: For UE-sided model, “network decision, network-initiated” AI/ML management is considered as baseline. “UE decision, event-triggered as configured by the network” can be further studied based on the need of (sub-)use cases.
Proposal 6: For UE-sided model, RAN2 deprioritizes following F-LCM management/monitoring options:
· “Network decision, UE-initiated” AI/ML management 
· “UE autonomous, decision reported to the network”
· “UE-autonomous, UE’s decision is not reported to the network”
Based on above discussion, Option 2 “network-configured UE-based F-LCM for UE-sided model” means the UE can perform performance monitoring and management based on network configuration (including event trigger for management decision) and decide for management based on the configured trigger event, e.g. performance metrics threshold, applicable condition change, etc. Since the management result is mainly considered as feedback and/or input to model training entity and UE-sided model are trained either by UE or UE-side OTT server, there’s no need for UE to report management result/decision made back to network. As discussed above, since network is always the controlling entity, on top of UE-side management, the network is still allowed to activate/deactivate UE-sided model at any time according to system performance.
Proposal 7: In network-configured UE-based F-LCM for UE-sided model, network can also activate/deactivate UE-sided model any time [on top of “UE decision, event-triggered as configured by the network” management].
Both Option 3 and Option 4 use “Network decision, network-initiated AI/ML management” with a slightly difference in terms of monitoring location. When monitoring performing at the UE side (i.e. Option 3), network needs to provide performance metrics monitoring and reporting configurations to the UE. UE further sends the calculated performance metrics to network. 
On the other hand, for Option 4, network needs to provide measurement or assistance information configurations to the UE instead. Based on measurement report and/or assistance information reported by the UE, network calculates performance metrics and further decides on functionality management. In the end, for both Option 3 and Option 4, the final management decision should be sent to UE via RRC/MAC CE/DCI. NW may further consider applicable condition(s) at UE side to decide whether to activate/deactivate AI/ML functionality.
Proposal 8: For UE-sided model, network provides following information during F-LCM management and/or monitoring:
· configuration providing event-trigger for UE-sided functionality management
· configuration to collect performance metrics and reporting. Details of performance metrics is up to RAN1.
· configuration to collect measurement information. Details of measurement metrics is up to RAN1.
· configuration to report applicable conditions. Details of applicable condition is up to RAN1.
· management decision (e.g. activation, deactivation of certain functionality). FFS on signaling.
Proposal 9: For UE-sided model, UE reports following information during F-LCM management and/or monitoring:
· calculated performance metrics. Details of measurement metrics is up to RAN1.
· applicable condition at UE side. Details of measurement metrics is up to RAN1.
· measurement information for performance metric calculation at network side. Details of measurement metrics is up to RAN1.
UE capability
UE capability is proposed to be used as baseline for functionality identification in above discussion. For other UE capabilities, further discussion can be considered in later stage of Rel-19.
Observation 4: Except functionality identification, other UE capabilities can be discussed in later stage of Rel-19, which is business as usual.
Model within F-LCM
To support any configuration towards UE for management and/or model monitoring in collaboration level y, similar as legacy features, the network needs to be aware of UE’s AI/ML functionality, even what AI/ML model is being used for one functionality. If multiple models are supported for one (sub-)use case, different models under one particular (sub-)use case may have different applicable conditions. If the scenario/condition changed at either NW or UE side, instead of disabling AI/ML feature for the whole (sub-)use case, network can decide to only deactivate the model which is not applicable to current scenario/condition or has poor performance. By only deactivating partial AI/ML models, network can still be beneficial from the remaining activate AI/ML models to improve performance. Furthermore, for UE-sided model, as discussed in the companion contribution [2], F-LCM can also be further discussed in two aspects:
· F-LCM without model ID
· F-LCM with model ID
Therefore, following components of F-LCM can consider model ID impact during the procedure:
Proposal 10: If there’s multiple UE-sided model for one (sub-)use case, model-level operation (i.e. model identification, model management, model monitoring, model update) can be considered within functionality identification, functionality management, functionality monitoring.
Conclusion
In this contribution, we first discussed model training entity for UE-side model and different F-LCM options for UE-sided model are proposed based on the location of monitoring and management. Specification impacts of each LCM operation are also discussed. We further identified there’s a need to differentiate inference performance monitoring/management and system performance monitoring/management. In the end, we further discussed what additional procedure needs to be considered if model ID within functionality-based LCM is supported.
We observed and proposed the followings:
Model Training Entity
Observation 1: OTT server is outside of 3GPP, where solutions of supporting LCM of UE-side model trained by UE-side OTT server is transparent to 3GPP as well.
Observation 2: Understanding of UE-side OTT server is not clear, RAN2 considers solutions to support model training at UE-side OTT server at later stage of Rel-19 until location of UE-side OTT server is clear.
Proposal 1: For UE-sided model, RAN2 deprioritizes model training at OAM and CN. FFS on gNB-trained UE-sided model for BM (depending on RAN1 decision).
Functionality-based LCM for UE-sided model and spec impact
Proposal 2: For UE-sided model, following F-LCM are considered:
· Option 1: UE-based F-LCM for UE-sided model
· Option 2: network-configured UE-based F-LCM for UE-sided model
· Option 3: UE-monitored network-based F-LCM for UE-sided model
· Option 4: network-based F-LCM for UE-sided model
Proposal 3: For UE-sided model, UE capability reporting is used for functionality identification. UE reports its supported (sub-)use case in UE capability reporting as baseline. FFS on finer granularity (e.g. model inference location).
Proposal 4: RAN2 to clarify that F-LCM monitoring means AI/ML inference performance. Overall system performance (e.g. throughput, etc) are still monitored by the network. 
Observation 3: Network is always the controlling entity for wireless features with network involvement.
Proposal 5: For UE-sided model, “network decision, network-initiated” AI/ML management is considered as baseline. “UE decision, event-triggered as configured by the network” can be further studied based on the need of (sub-)use cases.
Proposal 6: For UE-sided model, RAN2 deprioritizes following F-LCM management/monitoring options:
· “Network decision, UE-initiated” AI/ML management 
· “UE autonomous, decision reported to the network”
· “UE-autonomous, UE’s decision is not reported to the network”
Proposal 7: In network-configured UE-based F-LCM for UE-sided model, network can also activate/deactivate UE-sided model any time [on top of “UE decision, event-triggered as configured by the network” management].
Proposal 8: For UE-sided model, network provides following information during F-LCM management and/or monitoring:
· configuration providing event-trigger for UE-sided functionality management
· configuration to collect performance metrics and reporting. Details of performance metrics is up to RAN1.
· configuration to collect measurement information. Details of measurement metrics is up to RAN1.
· configuration to report applicable conditions. Details of applicable condition is up to RAN1.
Proposal 9: For UE-sided model, UE reports following information during F-LCM management and/or monitoring:
· calculated performance metrics. Details of measurement metrics is up to RAN1.
· applicable condition at UE side. Details of measurement metrics is up to RAN1.
· measurement information for performance metric calculation at network side. Details of measurement metrics is up to RAN1.
Observation 4: Except functionality identification, other UE capabilities can be discussed in later stage of Rel-19, which is business as usual.
model ID-based F-LCM
Proposal 10: If there’s multiple UE-sided model for one (sub-)use case, model-level operation (i.e. model identification, model management, model monitoring, model update) can be considered within functionality identification, functionality management, functionality monitoring.
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