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1. Introduction
[bookmark: Proposal_Pattern_Length]This document discussed RAN2 areas of interest for the following objective of Rel-19 XR WI [1].
For the UL, Study and if justified, Specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2].  Note: LCP implementation complexity need to be taken into account when evaluating solutions.
1. Discussion
1. Use case to address
LCP mechanism does not change the priorities after data is assigned to one channel. However, it might be desirable to “change” (or adapt) the priority/handling associated to the packets after being in UE’s buffers under specific situations. For example, when the packet delay budget (PDB) requirement is tight, or when a packet of one of the XR traffic belonging to a multi-modal service may be critical to guarantee a good quality of experience and might not be meeting the inter-flow synchronization as explained in [2]. Rel-18 XR defined a mechanism for UE to report when the remaining data in UE’s buffers is below certain configurable threshold (i.e., DSR), but there was not enhancement defined on how logical channels are prioritized when filling MAC PDU based on available resources.
[bookmark: _Toc162894938][bookmark: _Toc163034925][bookmark: _Toc163036666][bookmark: _Toc163052076][bookmark: _Toc163117868][bookmark: _Toc163140516][bookmark: _Toc163140592]Legacy logical prioritization mechanism does not allow to change or adapt the prioritization associate to data available in UE’s buffers after a specific logical channel is assigned to. On other hand, Rel-18 UE is allowed to report when remaining data in UE’s buffer may be below a configurable threshold for network to optimize the scheduling (with new DSR MAC CE).
For one logical channel (LCHx), data is buffered in the order of arrival (i.e., first in first out). Across different logical channels (LCHx vs LCHy), stored data is prioritized considering the priority, the Prioritized Bit Rate (PBR) and Bucket Size Duration (BSD) associated with each logical channel. The left part of Figure 1 shows an example on how the stored data is currently prioritized based on those parameters. If the delay associated to some data/packet(s) stored in one of the logical channels become close to their PDB (e.g. data marked with pink vertical lines in Figure 1), there is no mechanism defined that allows to prioritize the transmission of this data over other data stored in same logical channel or in other different logical channels with higher priority. If just these packets were prioritized over other ones in its same logical channel, this would lead to a delivery out of order which would not be ideal. Therefore the right part of Figure 1 show an example on how this time critical data could be transmitted earlier than other data stored in a higher priority logical channel when required, while not getting out of order delivery by transmitting all the packets from LCH2 up to the one that requires the extra prioritization. In summary, the right part of Figure 1 shows an example on how all stored data in LCH2 up to on marked with pink vertical (which is the data that triggered the new prioritization for transmission event) gets allocated first in next available resources and is transmitted earlier than other any data stored in a higher priority LCH1. There could be different approaches to allow an early transmission (or prioritization) of the data as it is explained later on in this document. 
[bookmark: _Toc163034926][bookmark: _Toc163036667][bookmark: _Toc163052077][bookmark: _Toc163117869][bookmark: _Toc163140517][bookmark: _Toc163140593]If logical prioritization mechanism allows to change or adapt the prioritization associated to data available in UE’s buffers after it is assigned to one specific logical channel, it is important to deliver this data in order, while maintaining the benefits of the current LCH prioritisation mechanism such as to prevent starvation among logical channels, to maintain a clean separation between logical channels and not to add too much complexity on the LCH prioritization mechanism.
[image: ]
[bookmark: _Ref162880356]Figure 1. Logical channel prioritization of buffered data as per legacy (in the left) or with a new prioritization on top (in the right) where data in LCH2 with priority p2 gets prioritized for transmission over other in LCH1 with p1 . 
In summary, it is desirable to enable a mechanism that allow an earlier transmission of critical data while still performing LCH prioritization:
Proposal 1. [bookmark: _Toc46740403][bookmark: _Toc46740416][bookmark: _Toc109242482][bookmark: _Toc109242515][bookmark: _Toc109242566][bookmark: _Toc148975996][bookmark: _Toc163036648][bookmark: _Ref162881668][bookmark: _Toc162894940][bookmark: _Toc163052079][bookmark: _Toc163117875][bookmark: _Toc163140522][bookmark: _Toc163140587]Resource allocation can be changed/adapted for specific/critical packets that require a higher priority of transmission such that these packets can be transmitted before data of other logical channels. FFS on when and which packet(s) trigger this change and, how this change on the prioritization of transmission is performed.

1. Trigger to change the data prioritization for transmission
If a change of data prioritization for its transmission is allowed, possible trigger events could be as follows:
· Trigger (1) Maximum/tolerable delay related information considering PDB, PSDB or remaining time delay.
· Trigger (2) Multi-modal related information considering relation/association between XR traffic flows belong to the same multi-modal service.
· Trigger (3) PDUs belonging to the same PDU Set.
· Trigger (4) Importance of the traffic considering important PSI levels.
Proposal 2. [bookmark: _Toc162894941][bookmark: _Toc163036649][bookmark: _Toc163052080][bookmark: _Toc163117876][bookmark: _Toc163140523][bookmark: _Toc163140588]If Proposal 1 is agreed, to discuss possible trigger events when having to change the prioritization of transmission associated to specific critical data considering for example, maximum tolerable delay (PDB/PSDB/remaining time), multi-modal association, PDUs belonging to the same PDU Set and PSI levels. 

1. Mechanism to change the data prioritization for transmission
When the required based on the specific triggered, RAN2 would need to discuss whether/which enhancement may be required to enable a change of priority for the LCH:
· Solution (1) Reflective QoS mechanism (network-controlled mechanism). Legacy reflective QoS mechanism could be re-used on top the new trigger events just explained to change its priority associated to the LCH. This solution would not require much specification work as it would rely on network action to change temporarily the priority of the DRB by sending a packet in that QoS flow via a different DRB in DL and that makes the UE to switch the traffic in UL to the same new DRB as the DL packet. The network decision could be based on information provided by the BSR, delay information in the DSR or other information internal to the network.
· Solution (2) UE autonomous temporary change of the logical channel priority (UE-controlled mechanism). Solutions could be discussed that allow a temporary change the priority associated to specific packet and potentially all other packets on the same logical channel that were earlier than this one on the queue, as shown in T1 and T2 behaviour of below Figure 2. For this, the aim should be to enable a mechanism that minimizes impacts to legacy LCH prioritization that still prevent starvation among the logical channels and provide a clean separation of data from the logical channels.
[image: ]
[bookmark: _Ref163036324]Figure 2. Example on how UE autonomous temporary change of the logical channel priority associated with specific critical data (UE-controlled mechanism).
Proposal 3. [bookmark: _Toc163036650][bookmark: _Toc163052081][bookmark: _Toc163117877][bookmark: _Toc162894942][bookmark: _Toc163036651][bookmark: _Toc163052082][bookmark: _Toc163117878][bookmark: _Toc163140524][bookmark: _Toc163140589]If Proposal 1 is agreed, to discuss how to change the priority for earlier transmission of specific packet (or associated logical channel) after an specific packet has already been associated with an specific logical channel; for example, consider (1) to reuse reflective QoS mechanism or (2) to define a simple mechanism that allows a temporary change of its current priority.




1. Conclusion
The observations captured are the following:
Observation 1.	Legacy logical prioritization mechanism does not allow to change or adapt the prioritization associate to data available in UE’s buffers after a specific logical channel is assigned to. On other hand, Rel-18 UE is allowed to report when remaining data in UE’s buffer may be below a configurable threshold for network to optimize the scheduling (with new DSR MAC CE).
Observation 2.	If logical prioritization mechanism allows to change or adapt the prioritization associated to data available in UE’s buffers after it is assigned to one specific logical channel, it is important to deliver this data in order, while maintaining the benefits of the current LCH prioritisation mechanism such as to prevent starvation among logical channels, to maintain a clean separation between logical channels and not to add too much complexity on the LCH prioritization mechanism.

The proposals captured are the following:
Proposal 1.	Resource allocation can be changed/adapted for specific/critical packets that require a higher priority of transmission such that these packets can be transmitted before data of other logical channels. FFS on when and which packet(s) trigger this change and, how this change on the prioritization of transmission is performed.
Proposal 2.	If Proposal 1 is agreed, to discuss possible trigger events when having to change the prioritization of transmission associated to specific critical data considering for example, maximum tolerable delay (PDB/PSDB/remaining time), multi-modal association, PDUs belonging to the same PDU Set and PSI levels.
Proposal 3.	If Proposal 1 is agreed, to discuss how to change the priority for earlier transmission of specific packet (or associated logical channel) after an specific packet has already been associated with an specific logical channel; for example, consider (1) to reuse reflective QoS mechanism or (2) to define a simple mechanism that allows a temporary change of its current priority.
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