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1 Introduction
RAN2 made good progress on Air AI topic during study phase. As instructed by Rel-19 Air AI WID [1], RAN2 will continue the normalization work for Air AI, especially for the following objectives:

	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback

· Identification related signalling is part of the above objective 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models

· Signalling mechanism of applicable functionalities/models.


 In this paper, we will discuss on NW side data collection.
2 Discussion
As summarized in Rel-18 TR 38.843 [2], seven data collection methods have been identified and RAN2 also gave some analysis on involved network entity, RRC state, max payload size per reporting, collected content, E2E latency, report type, security and privacy respectively. 
Combining the above RAN2 agreement and RAN1 replied LS in Rel-18 [3], we generally summarize the below table 1 describing the data collection requirements for BM and positioning use cases (those two are considered in WI phase) and give our recommended data collection method per LCM purpose.
Table 1. The data collection requirements per use case per LCM purpose and recommended data collection framework
	Use cases
	LCM purpose
	Content
	Data size per sample
	Typical latency requirement
	recommended data collection framework

	Beam management
	Training

UE-side and NW-side
	L1-RSRPs and/or beam-IDs
	7 bits for the strongest beam and 4 bits for the remaining beams

Set B = 16, the typical data size would be 67 

(hence up to ~100 bits), 

Set A = 128, the typical data size would be 515 

(hence up to ~500 bits). 

For BM Case 2, Payload size may not be fixed.
	Relaxed
	Logged MDT

	
	Inference

UE-side
	Beam prediction results
	Small (10s of bits)
	Time-critical


	L1 measurement

	
	Inference

NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	7 bits for the strongest beam and 4 bits for the remaining beams

Set B = 16, the typical data size would be 67 

(hence up to ~100 bits), 

Set A = 128, the typical data size would be 515 

(hence up to ~500 bits). 

For BM Case 2, Payload size may not be fixed.
	
	

	
	Monitoring

UE-side
	Event and/or calculated performance metrics (from UE to NW)
	Small (10s of bits)
	Near-real-time


	Immediate MDT

L3 measurements

UAI 

	
	
	L1-RSRP(s) and/or beam-ID(s)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	
	Immediate MDT

L3 measurements

UAI 

	
	Monitoring

NW-side
	L1-RSRP(s) and/or beam-ID(s)
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
	
	Immediate MDT

L3 measurements

UAI 

	Positioning
	Training

All cases
	Measurements (corresponding to model input): timing, power, and/or phase info

Labels model output of Case2a, Case3a， performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:

~100 bits to 1000s bits per PRS/SRS resource
	Relaxed
	Logged MDT
LPP 

	
	Training

Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits
	Relaxed
	Logged MDT
LPP 

	
	Training

AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
	Relaxed
	Logged MDT

	
	Inference

1
	Location coordinates as model output
	56 to 144 bits
	No agreements
	

	
	Inference

2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
	10s bits to 100s bits per PRS/SRS resource
	
	

	
	Inference

2b, 3b
	Measurements (corresponding to model input):

Timing, power, and/or phase info
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:

~100 bits to 1000s bits per PRS/SRS resource
	
	

	
	Monitoring

All cases
	further discussion
	further discussion
	Near-real-time
	


As for data size per sample, most data size of content is below 9kbytes (and 45kbytes) which means current data collection frameworks may enough if UE reports data per sample. However, RAN2 is still unclear about how many samples should be reported at once. If the number of samples increases, the size of reported data also increases accordingly.

Observation 1: RAN2 needs to know the number of data samples per reporting.

As for latency requirement, from our observation, RAN1 has some common views, i.e., relaxed latency requirement for model training, time-critical requirement for model inference and near-real-time requirement for model monitoring. And RAN1 understanding for relaxed, time-critical and near-real-time requirement can be seen in the following.

· Relaxed (e.g., minutes, hours, days, or no latency requirement)

· Near-real-time (e.g., several tens of msecs to a few seconds)

· Time-critical (e.g., a few msecs)
Observation 2: RAN2 assumes that data collection for model training has relaxed latency requirement, data collection for model inference has time-critical requirement and data collection for model monitoring has near-real-time requirement.
Considering the above observations on data size and latency requirements from RAN1, we propose:
Proposal 1: As there is the relaxed latency requirement of data collection for NW side model training, whether the identified frameworks need to be enhanced mainly depend on the payload size that needs to be reported, and the content that needs to be collected.
Meanwhile, RAN2 also concluded some principles for network-side data collection, including:

	A set of general data collection principles is expected to be considered for network-side model training. These include:

-
UE to support data logging,

-
UE to report the collected data periodically, event-based, and on-demand,

-
The UE memory, processing power, energy consumption, signalling overhead should be considered.

Note: The above principles can be revised depending on RAN1 requirements.

Furthermore, and regarding the use cases in this study, the following is considered. 

For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signalling for the reporting of collected data should be assessed.  

On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for RRC_CONNECTED state should be assessed.

For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

Note:
For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.

Note:
For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.


For the identified use cases in WI phase (i.e., BM and positioning), we suggest to follow the RAN2 agreements made in SI phase. More specifically, RAN2 should focus on gNB and OAM-centric data collection mechanisms for beam management. And RAN2 should focus on gNB and OAM-centric data collection mechanisms for positioning case 3a (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning) and LPP protocol for positioning case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning).
	Beam management:

-
Model Training:

o
For gNB-side models, training data can be generated by the gNB or UE, while the termination point for training data may include the gNB, or OAM.


Note: RAN2 identified the case in which OTT server and Core Network may be used for gNB-side model training. However, no study was conducted since this is beyond the scope of this Working Group.

Positioning accuracy enhancements:

-
Model Training:

o
For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 


Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.

o
For LMF-side model, the LMF is the termination point for training data. 


Proposal 2: RAN2 should focus on gNB and OAM-centric data collection mechanisms for beam management and positioning case 3a. And RAN2 should focus on LPP protocol for positioning case 3b.
For model training, latency requirement is relaxed considering offline model training is assumed. Among all the identified data collection frameworks that data can be utilized by gNB, including:

· Logged MDT
· Immediate MDT
· L3 measurements
· L1 measurement (CSI reporting)
· UE Assistance Information (UAI)
· Early measurements
The data from logged MDT and immediate MDT can be utilized by gNB, though they terminate at TCE/OAM and belong to OAM-centric data collection mechanisms. And RAN2 had agreed that MDT could be the baseline for OAM-centric data collections. Although RAN2 tries to focus on MDT in RRC connected state (i.e., immediate MDT), from our side, some use cases like positioning may serve in inactive state, thus MDT in inactive/idle state (i.e., logged MDT) can also be considered. Whether MDT framework needs to be enhanced (e.g., considering collected content etc) should be further evaluated.
Proposal 3: For OAM-centric data collection, MDT framework including logged MDT and immediate MDT can be reused. And whether MDT framework needs to be enhanced should be further evaluated.
For other data collection methods that belong to gNB-centric data collection, from our view, RAN2 can at least consider L3 measurements and UAI. And whether those frameworks need to be enhanced still should be further evaluated. 
For L1 measurement, it is PHY related and may heavily rely on RAN1 to decide the details. And RAN1 seems have the common view that L1 measurement can be used for model inference. As for early measurements, it is designed for dedicated scenario (i.e., accelerate HO execution) and should not be involved. 
Proposal 4: For gNB-centric data collection, L3 measurement and UAI can be considered at least. Whether those frameworks need to be enhanced should be further evaluated.
Accordingly, for both OAM-centric data collection and gNB-centric data collection, in case new collected content and new trigger are needed or new latency requirement for report needs to be satisfied, RAN2 can consider the enhancement to related measurement configuration, e.g., configuring UE the objectives or metrics that need be newly measured and logged, indicating new event that triggers UE to report the collected data, or designing new signaling structure to reduce signaling overhead while satisfying data collection requirements etc. 
Proposal 5: RAN2 can consider the enhancement to measurement configuration for both OAM-centric data collection and gNB-centric data collection, if needed.
3 Conclusion

In this contribution, we discussed on NW side data collection especially for model training and gave the following observations and proposals:
Observation 1: RAN2 needs to know the number of data samples per reporting.
Observation 2: RAN2 assumes that data collection for model training has relaxed latency requirement, data collection for model inference has time-critical requirement and data collection for model monitoring has near-real-time requirement.
Proposal 1: As there is the relaxed latency requirement of data collection for NW side model training, whether the identified frameworks need to be enhanced mainly depend on the payload size that needs to be reported, and the content that needs to be collected.
Proposal 2: RAN2 should focus on gNB and OAM-centric data collection mechanisms for beam management and positioning case 3a. And RAN2 should focus on LPP protocol for positioning case 3b.
Proposal 3: For OAM-centric data collection, MDT framework including logged MDT and immediate MDT can be reused. And whether MDT framework needs to be enhanced should be further evaluated.
Proposal 4: For gNB-centric data collection, L3 measurement and UAI can be considered at least. Whether those frameworks need to be enhanced should be further evaluated.

Proposal 5: RAN2 can consider the enhancement to measurement configuration for both OAM-centric data collection and gNB-centric data collection, if needed.
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