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Introduction
In the RAN#102 meeting, a new work item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface was approved [1]. This WID is targeting to provide deeper specification analysis for the general framework and the selected representative use cases. The corresponding objectives are given below.
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· [bookmark: OLE_LINK16]Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


[bookmark: OLE_LINK1]In this contribution, we provide our views on some LCM aspects for the UE-sided model, including functionality identification, applicable functionality, and additional conditions, which are drawn upon the discussion during the Rel-18 SI.
Decision
Functionality identification
[bookmark: OLE_LINK4]During the Rel-18 study, the conclusions related to functionality identification are copied as follows, which are captured in TR 38.843[2].
	TR 38.843
........
Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE. Note: Information regarding the AI/ML functionality may be shared during functionality identification. Where AI/ML functionality resides depends on the specific use cases and sub use cases.

For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. 
For functionality/model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. 

Model ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
........


As described in TR 38.843, the functionality identification is used to achieve a common understanding between NW and UE. Moreover, the model ID may be needed during the functionality-based LCM procedure. 
[bookmark: OLE_LINK7][bookmark: OLE_LINK5][bookmark: OLE_LINK9][bookmark: OLE_LINK8][bookmark: OLE_LINK22][bookmark: OLE_LINK19][bookmark: OLE_LINK12]Firstly, we try to clarify the boundary between functionality-based LCM with model ID and the model-ID-based LCM. From our perspective, once the model ID is used in the functionality-based LCM, which means that the model is identified to achieve a model-level common understanding between NW and UE. Hence, we think the functionality-based LCM with model ID is essentially the model-ID-based LCM. In other words, model identification is necessary for the functionality-based LCM with a model. More specifically, in the functionality-based LCM procedure, some LCM aspects need to perform model-level granularity management, such as model selection/switching, while for the other LCM aspects, the functionality-level granularity is enough. 
[bookmark: OLE_LINK18]Considering the model identification is still under SI discussion, to avoid overlap, we suggest waiting for the model identification conclusions, which can be mostly reused for the functionality-based LCM with model ID. 
[bookmark: OLE_LINK23][bookmark: OLE_LINK65]Observation 1: Functionality-based LCM with model ID is essentially the model-ID-based LCM.
[bookmark: OLE_LINK24]Proposal 1: Wait for the model identification conclusion, which can be mostly reused for the functionality-based LCM with model ID. 
[bookmark: OLE_LINK14]For functionality identification, on the one hand, it can help reduce the burden of management of massive models. On the other hand, it can also achieve coarse granularity management related model although some models are UE-specific and transparent to the NW. For the UE side model, to achieve the functionality identification between NW and UE, the following possible solutions can be considered, and the details need further study. 
[bookmark: OLE_LINK21][bookmark: OLE_LINK26][bookmark: OLE_LINK25]- Solution1: Implicit indication method, the information-related functionality is included in the dedicated message, such as RRC message;
-  Solution 2: Explicit indication method, using an ID to indicate the functionality.
In the first solution, the functionality information is carried on the RRC message. For the Network, it can align one functionality with UE by configuring the RRC message. For the UE, it can report the functionalities in the form of a list of relevant RRC parameters, such as applicable functionality, and supported functionality. However, this solution will raise confusion if multiple functionalities are needed to be transmitted in one configuration/reporting. In the second solution, use an ID to indicate the functionality, which is related to a set of functionality information. Hence, the ID can be transferred in the configuration message and reporting message, to achieve functionality identification. Moreover, in this solution, one message can carry multiple functionalities. The ID can be named in functionality ID, local ID, or dateset ID.
[bookmark: OLE_LINK6]Proposal 2: Study the explicit indication method of functionality identification.
[bookmark: OLE_LINK2][bookmark: OLE_LINK3]Applicable functionality
RAN1 has discussed the applicable functionality during the Rel-18 SI phase, which highlights that UE needs to report the applicable functionalities.
	TR 38.843
........
After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among functionality(es) are studied, where the applicable functionalities may be a subset of all functionalities. Applicable functionalities can be reported by the UE.


[bookmark: OLE_LINK28][bookmark: OLE_LINK27]According to RAN2 discussion, applicable functionality, it means that the functionality is applicable under some certain configurations / scenarios / datasets. And in the Rel-18 RAN2 #123bis meeting, it has made an initial agreement for supported functionality.
	Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
1. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
1. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
1. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase. 


In the Rel-18 RAN1 #113 meeting, FL made a summary about the applicability of a functionality. 
	FL comments: I simplified the proposals based on company comments.
Applicability of a functionality, if supported, may be affected by
· Additional conditions (e.g., scenarios, sites, and datasets)
· UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download


For applicable functionality, once NW-side additional conditions (scenario, sites, and datasets) have changed, the UE will also update its applicable functionalities to match the new conditions.  Moreover, considering the relationship between functionality and model, the functionality may be associated with one or more than one model, Hence, if the UE’s internal information has been changed, it will result in the corresponding models to change, then the applicable functionality may also be affected. Hence, the applicable functionality should be in a dynamic reporting manner. Since the additional conditions and UE’s internal conditions will change over time. 
As above discussion, the dynamic AIML-related UE capability reporting is different from legacy capability reporting, considering that frequently reporting the applicable models and/or applicable functionalities will result in signaling overhead. Hence, the event trigger-based method for dynamic AIML-related UE capability reporting would be considered, and the UAI mechanism can be taken as a starting point.
[bookmark: OLE_LINK29]Proposal 3: Applicable functionality should be reported in a dynamic reporting manner, UAI can be regarded as a starting point. 
Additional conditions 
[bookmark: OLE_LINK33][bookmark: OLE_LINK62]RAN1 Rel-18 study has clarified additional conditions, which are used for the model training and to ensure consistency between training and inference. For the UE-side models, four possible options are provided for the consistency between training and inference regarding the NW-side additional conditions.
	TR 38.843
.......
Additional conditions
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 

For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality) 
· Other approaches are not precluded
Note: 	the possibility that different approaches can achieve the same function is not denied


[bookmark: OLE_LINK63]Option1: Model identification 
During the Rel-18 discussion, the following model identification types for UE-side or UE-part of two-sided models have been agreed.
	For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air sialing, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


We think both Type A and Type B2 can ensure the consistency between training and inference regarding the NW-side additional conditions for the UE-side models.
- Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling, which means that the model identification is performed offline. In this type, NW can provide the model ID during the offline model identification procedure, the model ID is related to NW-side additional conditions.
- Type B2: Model is identified via over-the-air signaling, wherein the model identification is initiated by the NW. In this type, the AIML model is developed or trained by the network side. Hence, during the online model identification, the model ID associated with underlying NW-side additional condition(s) will be assigned for an AIML model. 
In this solution, the trained model(s) based on NW-side additional conditions are identified, such as by assigning a model ID. Then, the model ID is used for inference at the UE side. Hence, in this way, we think the consistency between training and inference regarding NW-side additional conditions can be ensured.
Option2: Model training at NW and transfer to UE
In this possible option, because NW is aware of its own NW-side additional conditions, NW can train some AIML models based on the NW-side additional conditions. Subsequently, the NW transfers these trained AIML models to the UE side for inference. Hence, this solution can ensure the consistency between training and inference regarding NW-side additional. 
Option3: Information and/or indication on NW-side additional conditions is provided to UE
[bookmark: OLE_LINK34]In this possible option, NW-side additional conditions can be transferred via Uu signaling from NW to UE. More specifically, the information related to NW-side additional conditions can be directly provided to UE. For example, the assistance data provided by LMF, such as TRP information, PRS assistance data and on-demand PRS configurations, can serve as the NW-side additional conditions in the case of AI/ML based positioning. Besides, an indication on NW-side additional conditions is provided from NW to UE, which equals to type B2 to some extent.
[bookmark: OLE_LINK64]Proposal 4: For inference for UE-side models, suggest considering following options used to ensure consistency between training and inference regarding NW-side additional conditions:
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
· Model training at NW and transfer to UE, where the model has been trained under the additional condition.
· Information and/or indication on NW-side additional conditions is provided to UE.
Conclusion
Observation 1: Functionality-based LCM with model ID is essentially the model-ID-based LCM.
Proposal 1: Wait for the model identification conclusion, which can be mostly reused for the functionality-based LCM with model ID. 
Proposal 2: Study the explicit indication method of functionality identification.
Proposal 3: Applicable functionality should be reported in a dynamic reporting manner, UAI can be regarded as a starting point. 
Proposal 4: For inference for UE-side models, suggest considering following options used to ensure consistency between training and inference regarding NW-side additional conditions:
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
· Model training at NW and transfer to UE, where the model has been trained under the additional condition.
· Information and/or indication on NW-side additional conditions is provided to UE.
References
[1] [bookmark: _Ref158231382][bookmark: _Ref158795514]RP-234039 New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm (Moderator), 3GPP TSG RAN Meeting #102, Edinburgh, Scotland, December 11-15, 2023.
[2] [bookmark: _Ref158231602][bookmark: _Ref158237869]TR 38.843 Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (Release 18), V2.0.0 (2023-12).



1/12
