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Introduction
RAN2#124 discussed the issue of Key stream Reuse during LTM recovery.  The following agreement was captured in chair’s notes.  
Key Stream Reuse at recovery
R2-2313310	Keystream reuse issue caused by fast recovery after LTM cell switch	Fujitsu, CATT	discussion	Rel-18	NR_Mob_enh2-Core
DISCUSSION
P1/P2
-	[..]

Key Stream reuse at LTM recovery seems to be an issue (at least a principal issue from req point of view)
Assume that we stick with the agreement to support Fast LTM recovery, and attempt to resolve this issue (or investigate whether it could be tolerated). 

Session Chair: Expect to discussion solutions next meeting (simplicity is important)

As agreed, LTM fast recovery will be supported and RAN2 is to further discuss whether this issue requires a solution and if so, consider simple solutions.  
The current specification re-uses COUNT value during LTM fast recovery.  This has consequences on both security and RRC protocol and can also on DRB.  These consequences are discussed first.  The other option is to increment COUNT as normal without reverting COUNT to the source value.  This also has consequences on the RRC protocol aspects and a similar analysis is also done for this option.  Both SRB and DRB are considered.  A set of proposals are also made.    
Discussion
SRB
Security issue
Re-using COUNT value 
As discussed in [1], when the PDCP state variable (COUNT) is restored to the source cell value after an LTM failure, the same COUNT value will be re-used for the subsequent RRCReconfigurationComplete message sent in the new target cell.  
SA3 requires that the same security input should not be used for two different input streams.  In this case, the same security key and COUNT are used for two different RRCReconfigurationComplete messages sent to two different cells.  This is hence not considered acceptable from a security perspective.  This issue is shown in the figure below.


[bookmark: _Ref159235793]Figure 1: Security issue during LTM failure recovery cause by re-using COUNT value
Incrementing COUNT value
Increasing the COUNT during LTM recovery overcomes the security issue.  
RRC protocol issue
Re-using COUNT value
There is also another issue with re-using the COUNT from the RAN2 protocol perspective.  The LTM cell switch failure can be from a failure of the subsequent PDCCH after the network has received the RRCReconfigurationComplete message.  In this case, the CU will receive two RRCReconfigurationComplete messages, one before failure and one after.  If the COUNT is re-used, with the current specification, the CU PDCP will discard the second RRCReconfigurationComplete message with the same COUNT value as shown in the figure.


[bookmark: _Ref159235798]Figure 2: RRC protocol issue caused by re-using COUNT during LTM recovery
This is an issue from the protocol point of view as the RRC message itself is lost.  
Observation #1: Re-using the COUNT without any changes during LTM fast recovery creates two issues:
1) Security issue of key stream re-use
2) RRC protocol issue of lost RRCReconfigurationComplete message.  
Increasing the COUNT value
Even if the COUNT is not re-used, i.e., the second RRCReconfigurationComplete is sent after incrementing COUNT, a failure of the first attempt can cause a gap in the COUNT value.  There is no security issues related to this.  However, the re-ordering function in the PDCP will hence delay the delivery of the RRCReconfigurationComplete to the RRC until the re-ordering timer expires.    
Solutions for addressing RRC protocol issue
This re-ordering delay can be addressed by a UE based solution or network implementation handling as discussed below.
A UE based solution can be considered to provide an indication could be included in PDCP header to allow CU to avoid re-ordering delay (for COUNT increment option) and deliver the second RRCReconfigurationComplete message (if the COUNT is the same) or without re-ordering delay (when COUNT is incremented).
However, a network based implementation solution seems feasible and sufficient.  As can be seen from the Figure 1 and Figure 2, the CU can be aware of the LTM cell switch failure and LTM fast recovery by comparing the DU from which the RRCReconfigurationComplete was received to the DU of the candidate cell provided in the DU-CU CELL SWITCH NOTIFICATION.  The CU can after LTM recovery, as an implementation, deliver the second RRCReconfigurationComplete message (if the COUNT is the same) or avoid re-ordering delay (for COUNT increment option)  by delivering the RRC PDU without re-ordering delay. This seems feasible for all recovery scenarios – recovery in another cell in the same DU or a different DU.  No additional specifications changes either to UE or network interfaces seems necessary to address the protocol issue.


Figure 3: Network implementation possibility to address the re-ordering delay when incrementing COUNT
Observation #2: Incrementing PDCP COUNT (i.e., not reverting to source value) for SRB can cause re-ordering delay.  However, it seems possible for network implementations to address this without specification impact.
Comparison
From the RRC protocol issue perspective, some changes have to be made to PDCP handling irrespective of whether COUNT value is re-used or incremented.  
Re-using COUNT causes two security issues of reusing the key stream and having to accept different packets with the same COUNT.  In summary, re-using COUNT would at least require confirmation from SA3.  
Not reverting COUNT has no security issues.  Potential gap in PDCP COUNT from incrementing COUNT can be handled by network implementations without change to network specifications.  As the current specification is written for reverting COUNT during LTM recovery, not reverting COUNT requires an update to the current UE specification.  
Observation #3: Incrementing PDCP COUNT (i.e., not reverting to source value) for SRB is better as there are no security risks that will need verification with SA3.
Proposal #1: For SRB, PDCP COUNT is not reverted to source cell value during LTM fast recovery
Proposal #2: Network implementation based solution is used to address the SN gap for SRB.  If felt necessary, check with RAN3 if current specifications allow network CU implementations to avoid re-ordering delay for SRB.
Proposal #3: If the above proposals are acceptable, discuss whether network handling to avoid for SRB re-ordering delay should be captured in stage 2.

DRB handling
DRB does not have the protocol issue discussed above.  Further, the security risk of re-using the same COUNT value does not exist for data as it is the same data content.  This is similar to re-tx of the PDCP SDU in a different cell with the same key as today.  
On the other hand, increasing the COUNT value can cause additional problems for DRB as SN gaps causing delay in re-ordering cannot be easily solved by network implementation for DRB.  And there is also possibility of duplication of the packets if the previous PDCP PDU was successfully received by the network as re-tx will not be discarded by PDCP as the COUNT value is not the same.  
Observation #4: Reverting the PDCP COUNT value for DRB is better than incrementing it during LTM fast recovery to avoid duplication of packets and re-ordering delay.
Proposal #4: For DRB, PDCP COUNT is reverted to source cell value during LTM fast recovery (no change to existing specification).
Summary and proposals
This document discussed the issue key stream re-use during LTM recovery.  The following observations and proposals were made.
Observation #1: Re-using the COUNT without any changes during LTM fast recovery creates two issues:
1) Security issue of key stream re-use
2) RRC protocol issue of lost RRCReconfigurationComplete message.  
Observation #2: Incrementing PDCP COUNT (i.e., not reverting to source value) for SRB can cause re-ordering delay.  However, it seems possible for network implementations to address this without specification impact.
Observation #3: Incrementing PDCP COUNT (i.e., not reverting to source value) for SRB is better as there are no security risks that will need verification with SA3.
Proposal #1: For SRB, PDCP COUNT is not reverted to source cell value during LTM fast recovery
Proposal #2: Network implementation based solution is used to address the SN gap for SRB.  If felt necessary, check with RAN3 if current specifications allow network CU implementations to avoid re-ordering delay for SRB.
Proposal #3: If the above proposals are acceptable, discuss whether network handling to avoid for SRB re-ordering delay should be captured in stage 2.
Observation #4: Reverting the PDCP COUNT value for DRB is better than incrementing it during LTM fast recovery to avoid duplication of packets and re-ordering delay.
Proposal #4: For DRB, PDCP COUNT is reverted to source cell value during LTM fast recovery (no change to existing specification).

Example TP
[bookmark: _Toc60776784][bookmark: _Toc156129722][bookmark: _Hlk159222385]5.3.5.8.3	T304 expiry (Reconfiguration with sync Failure) or T420 expiry (Path switch failure)
The UE shall:
[..]
1> if the target L2 U2N Relay UE (i.e., the UE indicated by targetRelayUE-Identity in the received RRCReconfiguration message containing reconfigurationWithSync indicating path switch as specified in 5.3.5.5.2) changes its serving PCell before path switch:
[..].
2>	else:
3> if T304 expiry was from reconfigurationWithSync for LTM cell switch:
4> revert back to the UE configuration used in the source PCell except the PDCP state and variables for SRB1 and SRB2;
3> else:
34> revert back to the UE configuration used in the source PCell;
3>	if the associated T304 was not initiated upon cell selection performed while timer T311 was running, as defined in clause 5.3.7.3:
4>	store the handover failure information in VarRLF-Report as described in the clause 5.3.10.5;
3>	initiate the connection re-establishment procedure as specified in clause 5.3.7.
NOTE 1:	In the context above, "the UE configuration" includes state variables and parameters of each radio bearer.
Reference 
[1] R2-2313310	Keystream reuse issue caused by fast recovery after LTM cell switch	Fujitsu, CATT
Annex (Extract from TS38.401)
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