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Introduction
[bookmark: _Hlk53665621][bookmark: _Toc242573354]According to previous meeting agreements, related discussions and LS reply on data collection from RAN1(R2-2309435 and R2-2311720), this contribution will further discuss the data collection of two-sided model trying to reinforce and clarify some aspects that were not captured in RAN2’s agreement(s). 
[bookmark: _Hlk131714482]Discussion
2.1	Two-sided model
Regarding CSI compression using two-sided AI/ML model use case, RAN1 made following clarification based on the Assumption of  RAN2 LS:
	From RAN1 LS reply in R1-2308730:
· For CSI compression enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server 
· For NW-sided model inference NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference UE-part of two-sided model inference, input data is internally available at UEinput data/assistance information can be generated by gNB and terminated at UE.
· For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
From RAN1 LS reply in R1-2310681:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	 See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or necessary precision of the target CSI. Some examples based on companies’ evaluations are: eType-II format (up to ~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (up to ~ 150K bits). The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. 
Note 3: There is no agreement on the CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 4: There is no agreement on the exact metric or reporting format. An example based on companies’ evaluations is: SGCS (10s of bits)
Note 5: There are no agreements on the reporting type.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion
Note 7: RAN1 has agreed to deprioritize Type 2 training over the air interface.


Related to data collection, it is also important to refer to the tables on the mapping of functions to entities that were discussed in R2-2308286 and agreed in the last RAN2#123:
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may reports to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


The agreed entities for training  include gNB, OAM, OTT server, UE. It is known that the channel state is complex and variable, with many scenarios. When it comes to the training of the two-sided model at UE, the scenarios of training data may be limited. Besides, the battery and storage of UE are limited. OTT server is out of RAN2 scope. Thus, we suggest RAN2 should prioritize studying  joint training at gNB and OAM.
Observation1: When it comes to the training of the two-sided model at UE, the scenarios of training data may be limited. Besides, the battery and storage of UE are limited. And OTT server is out of RAN2 scope. 
Proposal 1: It is suggested that RAN2 should postpone the discussion on OTT server in Rel-18 since OTT server is out of RAN2 scope.
Proposal 2: For training of the two-sided model, RAN2 should prioritize studying joint training at gNB and OAM. 
 About data collection framework for training at gNB, both L1 reporting and L3 reporting should be considered in study according to the data size. For two-sided model monitoring, RAN2 should prioritize studying monitoring at gNB due to the latency requirement. In addition both L1 reporting and L3 reporting should be should be considered in study since the data size can be covered by them.
Proposal 3: About data collection framework for training at gNB training, L1 reporting should also be considered in study. 
Proposal 4: For two-sided model monitoring, RAN2 should prioritize studying monitoring at gNB, and consider both L1 reporting and L3 reporting.

[bookmark: _Toc242573360]Summary
[bookmark: _Toc242573361]RAN2 is kindly asked to discuss the following proposals:
Observation1: When it comes to the training of the two-sided model at UE, the scenarios of training data may be limited. Besides, the battery and storage of UE are limited. And OTT server is out of RAN2 scope. 
Proposal 1: It is suggested that RAN2 should postpone the discussion on OTT server in Rel-18 since OTT server is out of RAN2 scope.
Proposal 2: For training of the two-sided model, RAN2 should prioritize studying joint training at gNB and OAM. 
Proposal 3: About data collection framework for training at gNB training, L1 reporting should also be considered in study. 
[bookmark: _GoBack]Proposal 4: For two-sided model monitoring, RAN2 should prioritize studying monitoring at gNB, and consider both L1 reporting and L3 reporting.
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