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Introduction
The following agreements were made in RAN2#123 related to reporting of applicability conditions [1].AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios /location/configuration/deployment etc. AIML algorithm may be updated, e.g., by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions   of AIML algorithm(s) available to the UE, to support RAN control (e.g., activation/deactivation/switching). 


· In RAN2#123bis [2], following agreements were made on UE applicability/additional conditions and UE capability:
· The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.

· RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.

· For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FFS signaling of additional conditions from network to UE. 

· Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  

In RAN1#112 [3] bis-e meeting further agreements were made related to UE capability, applicability conditions and additional conditions.· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signalling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
· Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
· Note: it does not preclude any existing solutions.



In RAN1#113 [4] meeting the following agreements were made related to UE capability, applicability conditions and additional conditions.· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.



In RAN1#114b [5] meeting the following agreements were made related to UE capability, applicability conditions and additional conditions.· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Note: it does not preclude any existing solutions.



The reporting of additional conditions between UE and the network were discussed in RAN1 114bis and RAN2 123bis respectively. It was agreed that current capability reporting framework could not be used for reporting additional conditions, despite discussions involving whether additional/applicability conditions needed to be reported, what type of additional conditions should be reported, and how to report them. This is because for an AI/ML model, additional conditions are dynamic in nature and may change over a period of time depending on several factors for e.g., UE internal conditions, UE mobility, environment etc. RAN1 discussions [5] also led to the agreement that the content of (as in what exact parameters will be included as a part of additional conditions) additional conditions may not necessarily be specified, however it can be divided into two categories namely NW-side additional conditions and UE-side additional conditions.
Thus, considering the dynamicity of the additional conditions at a given time and applicability of AI/ML functionality/model for a target use-case/scenario, exchanging NW side and UE-side additional conditions between the network and the UE may help in various aspects of model LCM, control, and model delivery. It will be essential to support both specific and generic use-cases and functionality. 
Observation 1: Exchanging additional conditions and UE’s internal conditions between the UE and the network is essential for efficiently configuring functionality and conducting AI/ML model LCM procedure and control including model delivery.
In this contribution, we will discuss RAN2 signaling aspects on AI/ML capability exchange between the UE and network considering latest RAN1 and RAN2 agreements on the following topics: 
· Reporting of additional conditions and UE’s internal conditions to the network required for efficient AI/ML Model LCM also including management of use case associated functionality, model delivery, and update etc.
Discussion
The discussion on additional and applicability conditions in RAN2 was triggered due to RAN1 agreements made in RAN1 112b-e [6] cited and highlighted in section-1 Introduction above.
In the Summary Report of [AT123][001] [AIML] UE capability and applicability conditions in [7], the discussion on the applicability conditions in RAN2 has been documented.
RAN2 assumed that terminology "additional conditions" used in RAN1 is equal to “applicability conditions" captured in TR 38.843. This means that one AI/ML functionality/model is applicable under certain configurations / scenarios / datasets. According to RAN1 discussion, the following additional conditions may be applied:
1) certain scenarios (e.g., channel model, UE distribution, UE mobility levels, carrier frequencies, etc).
2) certain configurations (e.g., UE/gNB config, bandwidths, antenna port layouts)
3) certain sites
4) UE’s internal conditions such as memory, battery, and other hardware limitations
During the discussion, several companies had diverse opinions on applicability conditions scope and terminology and so far, a consensus has not been reached. Therefore, RAN2 may need to discuss and clarify applicability conditions, related issues, terminology and define its scope.
Proposal 1: RAN2 to discuss and clarify terminology related to applicability conditions and its scope. 
Reporting and exchange of additional conditions between the UE and the Network
For a given scenario and use-case, applicability of a functionality or an AI/ML model at a given time may be determined based on additional conditions exchanged between the UE and the network. Since additional conditions changes often and are not constant over time, therefore the UE and the network must exchange additional conditions before they get outdated or obsolete. It is worth noting that the additional conditions at a given time may play a crucial role in determining applicability of a functionality and/or relevance of an AI/ML model both at the UE and network side respectively. Therefore, once the network has signaled additional conditions to the UE or UE has communicated the additional conditions to the network, the UE and network should apply the associated configuration within a pre-determined time-period taking into consideration, the validity of the additional conditions. 
Observation 2: Both NW-side and UE-side additional conditions are dynamic in nature and may change over time.
Observation 3: Additional conditions may be considered when configuring and (de) activating a functionality or an AI/ML model at the UE side or NW side for a specific use-case.
The additional conditions may be exchanged between the network and the UE before configuring a functionality or after configuring a functionality. Depending on the rate of variation of additional conditions, there may be frequent exchange of additional conditions between the UE and the NW which may cause increase in signaling overhead and frequent re-configuration or (de) activation/switch of functionality or the AI/ML model. Hence, it is required to reduce signaling overhead due to exchange of additional conditions between the network and the UE while limiting frequent re-configuration/(de) activation/switch of functionality or the model. 
Proposal 2: RAN2 to support indicating NW-side additional conditions to the UE for efficient functionality (re) configuration and model (de) activation/switch. 
Proposal 3: RAN2 to discuss procedure for signaling NW side additional conditions to the UE.
Due to the variable nature of the additional conditions, it may happen that if exchange of additional conditions and/or reconfiguration of an AI/ML model/functionality or model transfer takes too long between the UE, network or the model storage entity, the additional conditions may change. Thus, the new functionality/model configured by the network, may not be suitable for the intended scenario or associated conditions. In this case the UE may no longer want to accept the NW-provided AI/ML model/functionality configuration as it cannot support or apply it immediately. 
Proposal 4: RAN2 to discuss a mechanism to reject the provided AI/ML functionality/model configuration when the additional conditions associated with the use-case or scenario are no longer applicable.
Furthermore, it is known that the UE has limited storage space and cannot store all relevant and customized AI/ML models for a target use-case or scenario. Hence, if the additional conditions or scenario change and the gNB re-configures the UE functionality, the UE might not have the appropriate or most recent version model for the new functionality configuration and may need to download or update the model before the functionality can be activated. This may add further delays in applying a new configuration based on additional conditions exchanged between the UE and the network.
Therefore, to avoid such issues, the network or UE may assess or approximate the time duration within which a functionality or model can be (re) configured and applied based on the reported additional conditions and indicate this with additional conditions.
Proposal 5: The NW-Side or UE-Side may assess or approximate the time duration within which a functionality or model can be (re) configured and applied based on the reported additional conditions, alternatively the validity period of additional conditions may be determined.
Proposal 6: The NW-Side or UE-Side may signal the approximated/assessed time duration/validity period with additional conditions.
Additional conditions and UE’s internal conditions 
A UE’s ability at different times to support AI/ML model or associated functionality and meet related performance KPIs (including both AI/ML model and UE/device performance KPI) maybe different depending on the additional conditions for e.g., device environment, scenario, site, configuration etc. 
It is also worth noting that UE’s internal conditions such as device computation usage, power-consumption, etc. for the given additional conditions at a given time may be different and needs to be critically considered while making any modifications or changes in model or functionality (re) configuration. The AI/ML model and its LCM process must adapt to the additional and UE’s internal conditions at a given time to meet the AI/ML model and device performance KPI target in an efficient manner. 
Proposal 7: RAN2 to discuss and clarify if the UE’s internal conditions and hardware limitations are also considered as additional conditions or it needs to be reported separately. 
The AI/ML model/functionality may need to adapt to the varying additional conditions as well as dynamic UE’s internal conditions such as RF and power/resource consumption status, memory, battery status, storage, and other hardware limitations etc. Also, the UE or gNB may need to optimize its hardware and software resources to support various models and their functions associated with intended use-cases. From data collection for model training at the network or UE-side perspective (e.g., gNB or OAM centric data collection), UE’s internal conditions e.g., memory/processing power/energy consumption including data and signalling overhead is crucial and must be reported to the network. 
Observation 4: The UE might also need to report its internal conditions to the network in addition to the additional conditions to better manage AI/ML model/functionality behaviour. This is required to be done given the changing UE environment, related network design, data collecting requirements, and various applicability situations.
Hardware/software resource optimizations at the UE and gNB are critical to support tailored AI/ML models/functionality while consistently meeting AI/ML model LCM and device performance KPIs. In addition to this, applicability of a certain AI/ML model may change if the additional conditions around the UE changes which consequently may lead to adaption of network configuration due to (for e.g., network load, bandwidth, UE mobility, RRM, etc.). Thus, this may impact the UE’s internal conditions and these changes in UE’s internal conditions may be required to be reported to the network. How often and when these changes are reported to the network can be configured by the network since the network has better awareness of the UE environment and its configuration. The reporting of UE’s internal conditions as well as additional conditions maybe done using for e.g., User Assistance Information (UAI) or RRC signalling procedure. This process is different than the usual UE capability information exchange which is static and reports only fixed UE capabilities to the network on a relatively not so frequent basis.
Proposal 8: RAN2 to define and discuss procedures to report additional conditions and UE’s internal conditions between the UE and the network. 
Conclusions
In this contribution, we discuss the necessity and significance of reporting AI/ML additional conditions and UE’s internal conditions between the UE and the network, also considering their corresponding validity time. The findings and recommendations discussed in this contribution are as follows: 
Observation 1: Exchanging additional conditions and UE’s internal conditions between the UE and the network is essential for efficiently configuring functionality and conducting AI/ML model LCM procedure and control including model delivery.
Observation 2: Both NW-side and UE-side additional conditions are dynamic in nature and may change over time.
Observation 3: Additional conditions may be considered when configuring and (de) activating a functionality or an AI/ML model at the UE side or NW side for a specific use-case.
Observation 4: The UE might also need to report its internal conditions to the network in addition to the additional conditions to better manage AI/ML model/functionality behaviour. This is required to be done given the changing UE environment, related network design, data collecting requirements, and various applicability situations.
Proposal 1: RAN2 to discuss and clarify terminology related to applicability conditions and its scope.
Proposal 2: RAN2 to support indicating NW-side additional conditions to the UE for efficient functionality (re) configuration and model (de) activation/switch. 
Proposal 3: RAN2 to discuss procedure for signaling NW side additional conditions to the UE.
Proposal 4: RAN2 to discuss a mechanism to reject the provided AI/ML functionality/model configuration when the additional conditions associated with the use-case or scenario are no longer applicable.
Proposal 5: The NW-Side or UE-Side may assess or approximate the time duration within which a functionality or model can be (re) configured and applied based on the reported additional conditions, alternatively the validity period of additional conditions may be determined.
Proposal 6: The NW-Side or UE-Side may signal the approximated/assessed time duration/validity period with additional conditions.
Proposal 7: RAN2 to discuss and clarify if the UE’s internal conditions and hardware limitations are also considered as additional conditions or it needs to be reported separately. 
Proposal 8: RAN2 to define and discuss procedures to report additional conditions and UE’s internal conditions between the UE and the network. 
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