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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
In the RAN#121 meeting [1], RAN2 agreed to at least analyze the feasibility and benefits of model transfer based on the following,
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

In RAN2#123bis meeting [2], RAN2 further agreed to split solution 4 as the following,
Proposal 4: It is proposed to split solution 4 to solution 4a and 4b:
- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
=>	Agree to split 

In this paper, we further discuss different model transfer methods, their fundamental and standard-related issues, and the need for involving other WGs. 
2. Model transfer/delivery methods 
In our understanding, every solution under discussion has its own complexities and issues. Issues associated with different model transfer/delivery methods have been heavily discussed in previous RAN2 meetings and ongoing post [POST123bis][016][AIML] Model transfer (Intel) discussions. Furthermore, some fundamental issues need to be addressed for these model transfer/delivery solutions. In our understanding, RAN1/RAN2 has not confirmed any other entities (other than UE-ide sever) that can perform training of UE-side models. Furthermore, it is not currently feasible for UE to train its model. 

Proposal 1: As every solution under discussion has its own complexities and issues (refer
to email discussion), RAN2 shall not deprioritize any model transfer/delivery
solutions in SI.

Observation 1: There is no RAN1/RAN2 agreement that any entity can train UE models, other than the UE-side server. It is not currently practical for the UE to train its models.

Note that even if we assume that model training can happen at other entities apart from the UE-side server, the model cannot be compiled by other entities (apart from the UE-side server) without the knowledge of UE implantation. UE implementation is proprietary information that cannot be exposed. Furthermore, runtime model compilation cannot be supported, as the AI/ML models need to be tested together with existing features. Therefore, the UE-side model can only be compiled and tested by the UE-side server. Therefore, even when model is transferred from gNB (for example, in solution 1A/1B), SA2 involvement is required.  

Proposal 2: RAN2 confirms that UE models can currently only be compiled (if needed) and tested by the UE-side Server. 

As discussed above, models need to be compiled and tested by the UE-side server, therefore, we believe that SA2 involvement is required for the existing solution to determine “how compiled and tested models are sent from UE-side server to the entities handling model transfer/delivery.

Observation 2: SA2 involvement is required for the existing solution to determine “how compiled and tested models are sent from the UE-side server to the entities handling the model transfer/delivery.

Furthermore, as discussed in the ongoing post [POST123bis][016][AIML] Model transfer (Intel) discussion, RAN3 involvement is required for, at least, solution 1A/1B, as they have Xn/NG-AP impacts. Similarly, for solution 4B, the SA5 involvement is required, as it has OAM impacts. 

Proposal 3: RAN2 agrees that
· For all the solutions (1A/1B/2A/2B/3A/3B/4A/4B), SA2 involvement is required.
· For solutions 1A/1B, RAN3 involvement is required.
· For solutions 4B, SA5 involvement is required.
3. Conclusion 
Proposal 1: As every solution under discussion has its own complexities and issues (refer
to email discussion), RAN2 shall not deprioritize any model transfer/delivery
solutions in SI.

Observation 1: There is no RAN1/RAN2 agreement that any entity can train UE models, other than the UE-side server. It is not currently practical for the UE to train its models.

Proposal 2: RAN2 confirms that UE models can currently only be compiled and tested by the UE-side Server. Thus, even solution 1A/1B requires SA2 involvement.

Observation 2: SA2 involvement is required for the existing solution to determine “how compiled and tested models are sent from the UE-side server to the entities handling the model transfer/delivery.

Proposal 3: RAN2 captures in the TR that
· For all the solutions (1A/1B/2A/2B/3A/3B/4A/4B), SA2 involvement is required.
· For solutions 1A/1B/4B, RAN3 involvement is required.
· For solutions 4B, SA5 involvement is required.
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