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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the RAN2#123 meeting, RAN2 discussed the mapping of functions to entities and reached the following conclusions:
	R2-2308286	Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)	CMCC	report	Rel-18	FS_NR_AIML_air
-	Quite long discussion
-	CMCC report that FFS items has support from 3 companies.
-	Chair Comment: These options represent several possibilities. RAN2 would typically have selected a specific architecture option, and for a WI, specific option(s) need to be selected. Hope it is possible to further narrow down during the SI. 
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.


There are still some FFSs in the tables in R2-2308286 [1]. This contribution will further discuss the functionality mapping to address the FFS.
2. Discussion
2.1 General principle for mapping tables
Most of the remaining FFSs in [1] are related to the entities of other working groups. In general, RAN2 should focus on the entities related to RAN2. If some entities are not in RAN2 scope, RAN2 should send an LS to the related WGs to trigger the discussion rather than making the decision in RAN2.
To be specific, all CN (except LMF) related FFSs, e.g., whether CSI feedback and beam management model training (and/or model delivery/transfer) can involve CN, should be considered and decided by SA2. 
Proposal 1: For the FFS in functionality mapping, no need for RAN2 to decide on the entities (e.g., CN) that are not in RAN2 scope.
Proposal 2: LS to SA2 to ask whether to support model training at CN entity(except LMF) and model delivery/transfer from the entity to UE.
Proposal 3: Remove the FFS related to CN in functionality mapping tables. And add a note that whether model training at CN and model delivery/transfer from CN to UE is supported is pending to SA2 decision.
Another FFS is about the model training of UE-sided model at OAM and Model transfer/delivery from OAM to UE. From our understanding, OAM cannot directly communicate with the UE via CP for model transfer/delivery, and there may be two alternatives for interaction between UE and OAM for model transfer/delivery:
· Alt1: OAM ->gNB, gNB -> UE via CP/UP. The interaction between OAM and gNB is out of RAN2 scope and may have some impact on SA5 specification.
· Alt2: OAM ->UE via UP. For this alternative, the UE communicates with OAM via UP directly. From our understanding, the feasibility of Alt2 also needs confirmation from SA WGs.
Proposal 4: LS to SA5 to ask whether to support model training at OAM and model delivery/transfer from OAM to UE, and the following 2 alternatives can be considered:
· Alt1: OAM ->gNB, gNB -> UE via control plane
· Alt2: OAM ->UE via user plane
Proposal 5: For UE-side model, Remove the FFS related to OAM in functionality mapping tables. And add a note that whether model training at OAM and model delivery/transfer from OAM is supported is pending to SA5 decision.
2.2 CSI feedback enhancement
For CSI compression with two-sided model, whether UE may perform model/functionality control (selection, (de)activation, switching, updating, fallback) is FFS in [2].
RAN1 had the following agreements:
	RAN1#110b Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


For two-sided models, RAN1 does not exclude model/functionality control is performed by UE. Therefore, we think that RAN2 should not exclude it at least in SI phase.
Proposal 6: For CSI compression with two-sided model, keep the UE in Model/functionality control. Can revisit and decide whether to specify in WI phase.
The updated table is as follows:
For CSI feedback enhancement:

Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. Whether model training at OAM and model delivery/transfer from OAM to UE is support is pending to SA5 decision.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2. Whether model training at CN and model delivery/transfer from CN to UE is support is pending to SA2 decision.

2.3 Beam management
For beam management with UE-side model, one additional FFS is about the model training at gNB and model transfer/delivery from gNB to UE.
RAN1 had the following agreements:
	RAN1#111 Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side


For UE-side model, RAN1 does not exclude model training at gNB. Therefore, we think that RAN2 should not exclude it at least in SI phase.
Proposal 7: For beam management with UE-side model, keep the gNB in model training and model transfer/delivery from gNB to UE. Can revisit and decide whether to specify in WI phase.
For NW-side model, one additional FFS is whether to perform the model training at OTT server and transfer/delivery from OTT server to gNB. So far there is no standardized solution, so it is left to implementation, which is out of 3GPP scope. In this sense, we tend to remove this option and the FFS.
Proposal 8: For beam management with NW-side model, remove the OTT server in model training and model transfer/delivery from OTT server to gNB.
The updated table is as follows:
For beam management:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. Whether model training at OAM and model delivery/transfer from OAM to UE is supported is pending to SA5 decision.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2. Whether model training at CN and model delivery/transfer from CN to UE is supported is pending to SA2 decision.
Note 5: Whether to specify the model training at gNB and model delivery/transfer from gNB to UE will be decided in WI phase.

2.4 Positioning accuracy enhancement
For positioning training, one additional FFS is whether to perform the model training at LMF and transfer/delivery from LMF to UE/gNB.
From our understanding, the data with labels from PRUs are essential for model training, which is collected at the LMF. Besides, the LMF is the positioning server and generally has sufficient information and calculation capability to perform the model training compared with gNB/UE. Therefore, we think that the case of model training at LMF and model delivery/transfer from LMF to UE/gNB should be supported.
Proposal 9: For positioning with UE/gNB-side model, keep the model training at LMF and model delivery/transfer from LMF to UE/gNB.
It should be noted that the model training at LMF in the above Proposal 9 is from the RAN’s perspective. SA2 is responsible for the functionality design of CN entities, including LMF. In the existing CN AI framework, only the NWDAF performs the model training. Therefore, whether LMF will perform the model training by itself or offload the model training functionality to other CN entities (e.g., NWDAF) needs coordination with SA2. 
Proposal 10: Whether LMF will perform the model training by itself or offload the model training functionality to other CN entities (e.g., NWDAF) needs coordination with SA2.
The updated table is as follows:
For Positioning accuracy enhancement:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, LMF[FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, LMF->UE[FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. Whether model training at OAM and model delivery/transfer from OAM to UE is supported is pending to SA5 decision.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2. Whether model training at CN and model delivery/transfer from CN to UE is supported is pending to SA2 decision.
Note 5: Whether LMF will perform the model training by itself or offload the model training functionality to other CN entities (e.g., NWDAF) needs coordination with SA2.

Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.
Note 2: Whether LMF will perform the model training by itself or offload the model training functionality to other CN entities (e.g., NWDAF) needs coordination with SA2.

Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.
Note 5: Whether LMF will perform the model training by itself or offload the model training functionality to other CN entities (e.g., NWDAF) needs coordination with SA2.

The TP based on the above analysis and updated tables is attached in the Annex.
Proposal 11: Agree the TP in Annex.
3. Conclusion
General principle
Proposal 1: For the FFS in functionality mapping, no need for RAN2 to decide on the entities (e.g., CN) that are not in RAN2 scope.
Proposal 2: LS to SA2 to ask whether to support model training at CN entity(except LMF) and model delivery/transfer from the entity to UE.
Proposal 3: Remove the FFS related to CN in functionality mapping tables. And add a note that whether model training at CN and model delivery/transfer from CN to UE is supported is pending to SA2 decision.
Proposal 4: LS to SA5 to ask whether to support model training at OAM and model delivery/transfer from OAM to UE, and the following 2 alternatives can be considered:
· Alt1: OAM ->gNB, gNB -> UE via control plane
· Alt2: OAM ->UE via user plane
Proposal 5: For UE-side model, Remove the FFS related to OAM in functionality mapping tables. And add a note that whether model training at OAM and model delivery/transfer from OAM is supported is pending to SA5 decision.

CSI feedback
Proposal 6: For CSI compression with two-sided model, keep the UE in Model/functionality control. Can revisit and decide whether to specify in WI phase.

CSI feedback
Proposal 7: For beam management with UE-side model, keep the gNB in model training and model transfer/delivery from gNB to UE. Can revisit and decide whether to specify in WI phase.
Proposal 8: For beam management with NW-side model, remove the OTT server in model training and model transfer/delivery from OTT server to gNB.

Positioning accuracy enhancement
Proposal 9: For positioning with UE/gNB-side model, keep the model training at LMF and model delivery/transfer from LMF to UE/gNB.
Proposal 10: Whether LMF will perform the model training by itself or offload the model training functionality to other CN entities (e.g., NWDAF) needs coordination with SA2.

TP
Proposal 11: Agree the TP in the Annex.
4. Reference
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5. Annex – TP on functionality Mapping

-------------------------------------------Change start-------------------------------------
[bookmark: _Toc137744882][bookmark: _Toc135002590]7.3.2	CSI feedback enhancement
The following set of objectives have been identified for the two-sided CSI compression use case. Firstly, to ensure that the UE-part and gNB-part of the models are configured and applied according to their applicable scenarios and configuration. Secondly, to ensure that models match properly, ensuring that the CSI encoder used at the UE corresponds to the CSI decoder employed at the gNB. Thirdly, to allow for seamless operation, requiring the simultaneous (de)activation and switching of the two-sided model. 
Regarding the last point above, for the two-sided model CSI compression use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE or the gNB. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· Training data can be generated by either the UE or the gNB, depending on specific requirements, while the termination point for training data includes the gNB, OAM, Over-The-Top (OTT) server or UE.

· Inference:

· For network-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.

· For UE-sided model inference, the gNB can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· The UE monitors the performance of its UE-sided model. 

· For monitoring at the network side of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the gNB. 
Note 1: Whether model training at OAM and model delivery/transfer from OAM to UE is supported is pending to SA5 decision.
Note 2: Whether model training at CN and model delivery/transfer from CN to UE is supported is pending to SA2 decision.

[bookmark: _Toc135002591][bookmark: _Toc137744883]7.3.3	Beam management 
For beam management the selection, (de)activation, switching, and fallback of models or functionalities can also be initiated by either the UE or the gNB. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· For UE-sided models, training data can be generated by the UE, while the termination point for training data includes the UE, gNB or a UE-side OTT server.

· For Network-sided models, training data can be generated by the gNB, while the termination point for training data includes the gNB, or OAM.

· Inference:

· For network-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.

· For UE-sided model inference, the gNB can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· The UE monitors the performance of its UE-sided model.

· For monitoring at the network side of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the gNB.

Note 1: Whether model training at OAM and model delivery/transfer from OAM to UE is supported is pending to SA5 decision.
Note 2: Whether model training at CN and model delivery/transfer from CN to UE is supported is pending to SA2 decision.
Note 3: Whether to specify the model training at gNB and model delivery/transfer from gNB to UE will be decided in WI phase.
[bookmark: _Toc135002592][bookmark: _Toc137744884]7.3.4	Positioning accuracy enhancements
For the positioning use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE, the gNB, or the LMF. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· For UE-sided models, training data can be generated by the UE, while the termination point for training data includes the UE, LMF or a UE-side OTT server.

· For gNB-sided model, training data can be generated by the gNB, while the termination point for training data includes the gNB, LMF or OAM.

· Inference:

· For gNB-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB where the inference process is performed.

· For LMF-sided model inference, the UE or gNB can generate the necessary input data while the termination point for this input data lies within the LMF where the inference process is performed.

· For UE-sided model inference, the gNB or LMF can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· For monitoring of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the LMF.

· The gNB can generate performance metrics while the termination points for these metrics is the LMF.
Note 1: Whether LMF will perform the model training by itself or offload the model training functionality to other CN entities (e.g., NWDAF) needs coordination with SA2.
-------------------------------------------Change End-------------------------------------
