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[bookmark: _Ref488331639]Introduction
In RAN2#121 meeting, the following data collection methods were identified:
· Logged MDT: Between UE and TCE/OAM
· Immediate MDT: Between UE and TCE/OAM
· L3 measurement: Between UE and gNB
· L1 measurement: Between UE and gNB
· UAI: Between UE and gNB
· Early measurement: Between UE and gNB
· LPP: Between UE and LMF
In the email discussion [1] and RAN2#123bis, 
[bookmark: OLE_LINK6][bookmark: OLE_LINK7][Post123][059][AIML] Data Collection (Ericsson)
	Scope: Attempt to converge to agreements on outcome of discussion of R2-2308898, to have consolidated agreements.
	Intended outcome: Report with agreeable proposals (agreeable as far as possible). 
	Deadline: Long
we spend most of the time on NW-side data collection, and UE-side data collection has not been fully discussed. As a complementary, we plan to focus on data collection for UE-side model in this contribution.
In email discussion [2], 
[Post122][060][AIML] Mapping of functions to physical entities (CMCC)
	Scope: Starting from relevant contents in R2-2305613, attempt to produce an agreeable description of Mapping of functions to physical entities. UP to rapp to structure
	Intended outcome: Report
	Deadline: Long
the following tables were agreed for UE-side model.
UE-side models for the CSI feedback enhancement/Beam management use case
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


UE-side models for the positioning accuracy enhancement use case
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


As RAN2#124 is the last meeting for our R18 discussion, it is commonly accepted that we should prioritize model training among these AI/ML functions for UE-side data collection. 
Discussion
Training at UE-side OTT server
[bookmark: _Hlk146637395]On data collection for UE-side model training, RAN2 has assumed two options. The training is done either by
· The UE itself, or
· The UE-side OTT server.
It is more reasonable to assume model training is executed by OTT server, considering that
· An AI/ML model could be applied to different UEs. A UE may not be willing to share its trained model unless there are incentives.
· UE’s computing and storage capability, energy budget, and available compilation environment are limited.
[bookmark: _Hlk149660058]Observation 1: UE-side model training can be executed by the UE itself or by a UE-side OTT server, the latter of which is more practical given the UE’s willingness and capabilities.
Therefore, we propose:
Proposal 1: RAN2 to discuss ways to enable data collection for UE-side model training at the UE-side OTT server.

During the study, Three options for the data collection of UE side model training at UE-side OTT-server are identified as below:
· Option 1: UE collects and directly transfers training data to the OTT server, e.g., 3GPP transparent dataset delivery.
· Option 2: UE collects training data and transfers it to CN via gNB. CN transfers the training data directly to the OTT server.
· Option 3: UE collects training data and transfers it to OAM via gNB. OAM transfers the needed data directly to the OTT server.
Based on the above, the comparison analysis of the options is as follows:
Table 1: Comparison analysis of Options 1, 2, and 3.
	Options
	chipset vendor
	UE vendor
	NW vendor
	Operator

	Option 1
	Pros
· No protocol impact if 3GPP transparent methods are adopted.
· Model training can take chipset raw data (e.g., L1 measurement without filtering) if the OTT server is owned by the chipset vendor.
	Pros
· No protocol impact if 3GPP transparent methods are adopted.
· More UE-specific data can be collected if the OTT server is owned by the UE vendor.
	Pros
· No protocol impacts if 3GPP transparent methods are adopted.
	Pros
· No protocol impacts if 3GPP transparent methods are adopted.

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the OTT server is not owned by itself.
	Cons
· Security and privacy concerns on sharing collected data if the OTT server is not owned by the UE vendor.
	Cons
· Security and proprietary concerns if RAN node configurations need to expose to OTT server for model training.
	Cons
· Security and privacy concerns as the content of collected data is transparent to the operator.

	Option 2
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
· Operator can take control of the data transfer process. 

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the format of collected data is defined via CP signaling.
	Cons
· Security and privacy concerns to share user data.
	Cons
· Security and proprietary concerns if RAN node configurations need to expose to OTT server for model training.
	Cons
· Security and privacy concerns as the content of collected data is transparent to the operator if UP tunnel is used to transfer collected data.

	Option 3
	Pros
· Less protocol impacts with enhancements to MDT.
	Pros
· Less protocol impacts with enhancements to MDT. 
	Pros
· Less protocol impacts with enhancements to MDT. 
	Pros
· Less protocol impacts with enhancements to MDT. 

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the format of collected data is defined via CP signaling. 
	Cons
· Security and privacy concerns to share user data.
	Cons
· [bookmark: _GoBack]Security and proprietary concerns if RAN node configurations  need to expose to OTT server  for model training.
	Cons
· [bookmark: _Hlk149576948]How data is transferred to the OTT server would need extra coordination effort between operators and OTT server owner.



Proposal 2: RAN2 is kindly asked to consider the following data collection options for UE side model training at the UE-side OTT server. 
· Option 1: UE collects and directly transfers training data to the OTT server, e.g., 3GPP transparent dataset delivery.
· Option 2: UE collects training data and transfers it to CN via gNB. CN transfers the training data directly to the OTT server.
· Option 3: UE collects training data and transfers it to OAM via gNB. OAM transfers the needed data directly to the OTT server.
Proposal 3: RAN2 to consider Table 1 as the baseline of data collection for UE side model training at the UE-side OTT server.
Requirements and principles
From Table 1, we can see that for all three options, there are privacy and security concerns from vendors or operators. The concerns take dominant spaces in the table. Different vendors or operators may worry that their proprietary-related data would be revealed or that user-sensitive data would be exposed to an irrelevant third party by the data collection procedure.
Observation 2: Protecting data privacy and security is the core principle of data collection for UE side model training.
From a UE vendor perspective, to protect data privacy and security, all data collected from a UE vendor should be verifiable and processable by the UE vendor. Otherwise, it would be hard for UE vendors to make sure user data has not been misused.
Observation 3: All data collected from a UE vendor should be verifiable and processable by the UE vendor.
In option2/option 3 of Table 1, how data is transferred to the OTT server would need extra coordination effort between operators and the OTT server owner. A heavy extra coordination workload would make UE-side model training hard to be applied. Moreover, constant offline engineering work may be required as AI/ML is a technique that changes rapidly. For example, the data transfer needs an ID mapping between the OAM and the OTT server and requires a new mapping ID coordination every time a new AI/ML model is generated.
Observation 4: Extra coordination effort (e.g., offline engineering) between operators/vendors and the OTT server owner shall be minimized to make UE-side model training easy to achieve.
In addition, to support UE-side model training, data may need to be collected from different sources, e.g., L1 measurement raw data from the chipset vendor, UE-specific data from the UE vendor, and RAN node configurations from the NW vendor. The data collected for UE side model training should be comprehensive and cover all relevant information from impacted sources. Meanwhile, only necessary and adequate data is needed to avoid over-collection and minimize air-interface traffic.
Observation 5: Data collection for UE-side model training shall be comprehensive and necessary, i.e., vendors and operators shall share their collected data and configuration information if needed.
Based on observations 2-5, it is proposed that:
Proposal 4: Data collection for UE-side model training shall satisfy the following requirements/principles:
a) Protect data privacy and security, e.g., avoid exposing user-sensitive or revealing proprietary-related data to any irrelevant entities.
b) All data collected from a UE vendor should be verifiable and processable by the UE vendor.
c) Minimize extra coordination effort, e.g., offline engineering, between operators/vendors and the OTT server owner.
d) Be comprehensive and necessary, i.e., vendors and operators shall share their collected data and configuration information if needed.
Conclusion
In this contribution, we share our views on data collection for the UE-side model training. Our observations are:
Observation 1: UE-side model training can be executed by the UE itself or by a UE-side OTT server, the latter of which is more practical given the UE’s willingness and capabilities.
Observation 2: Protecting data privacy and security is the core principle of data collection for UE side model training.
Observation 3: All data collected from a UE vendor should be verifiable and processable by the UE vendor.
Observation 4: Extra coordination effort (e.g., offline engineering) between operators/vendors and the OTT server owner shall be minimized to make UE-side model training easy to achieve.
Observation 5: Data collection for UE-side model training shall be comprehensive and necessary, i.e., vendors and operators shall share their collected data and configuration information if needed.
We suggest RAN2 to discuss and agree on the following proposals:
Proposal 1: RAN2 to discuss ways to enable data collection for UE side model training at the UE-side OTT server.
Proposal 2: RAN2 is kindly asked to consider the following data collection options for UE side model training at the UE-side OTT server. 
· [bookmark: _Hlk149660277][bookmark: _Hlk149752831]Option 1: UE collects and directly transfers training data to the OTT server, e.g., 3GPP transparent dataset delivery.
· Option 2: UE collects training data and transfers it to CN via gNB. CN transfers the training data directly to the OTT server.
· Option 3: UE collects training data and transfers it to OAM via gNB. OAM transfers the needed data directly to the OTT server.
Proposal 3: RAN2 to consider Table 1 as the baseline of data collection for UE side model training at the UE-side OTT server.
[bookmark: _In-sequence_SDU_delivery][bookmark: _Ref189809556][bookmark: _Ref174151459][bookmark: _Ref450865335]Proposal 4: Data collection for UE-side model training shall satisfy the following requirements/principles:
a) Protect data privacy and security, e.g., avoid exposing user-sensitive or revealing proprietary-related data to any irrelevant entities.
b) All data collected from UE vendor should be verifiable and processable by the UE vendor.
c) Minimize extra coordination effort, e.g., offline engineering, between operators/vendors and the OTT server owner.
d) Be comprehensive and necessary, i.e., vendors and operators shall share their collected data and configuration information if needed.
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Annex: Existing data collection frameworks
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/
RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1)     Procedure latency***:
·       Latency to enter CONNECTED state
·       Latency to receive gNB request signaling (~20ms)
2)     Air interface
signaling latency****: 
·       ~20ms (RRC)
3)     Other latency:
·       Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1)     Procedure latency:
·       Report interval: 
·       l20ms~30min for periodic report
·       TTT for event triggered report
2)     Air interface
signaling latency:
·       ~20ms (RRC)
3)     Other latency:
·       Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1)     Procedure latency:
·       Report interval: 
·       l20ms~30min for periodic report
·       TTT for event triggered report
2)     Air interface
signaling latency:
·       20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.

	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	
	L1 CSI measurement
	1)     Procedure latency:
·       Report interval: 
·       4-320 slot for periodic report and semi-persistent report 
·       0-32 slot after reception of DCI for aperiodic report 
2)     Air interface
signaling latency:
·       1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security

	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1)     Procedure latency:
·       Upon generation of UE's preference
2)     Air interface
signaling latency:
·       ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message

	Early measurements
	gNB
	RRC_IDLE/
RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1)     Procedure latency:
·       Latency to enter CONNECTED state
·       Latency to receive gNB request signaling (~20ms)
2)     Air interface
signaling latency: 
·       ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1)     Procedure latency:
·       Latency to get upper layer trigger (for UE triggered)
·       Or latency to receive NW request message (~20ms)
2)     Air interface
signaling latency: 
·       ~20ms (RRC)
3)     Other latency:
·       Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message




Proposed TP
7.3.1.2.2  	UE-side data collection
Data collection for UE-side model training can happen at UE-side OTT server.
Regarding data collection for UE-side AI/ML model, the following options have been identified for training at the UE-side OTT server: 
-	Option 1: UE collects and directly transfers training data to the OTT server, e.g., 3GPP transparent dataset delivery.
-	Option 2: UE collects training data and transfers it to CN via gNB. CN transfers the training data directly to the OTT server.-	Reporting overhead reduction.
-	Option 3: UE collects training data and transfers it to OAM via gNB. OAM transfers the needed data directly to the OTT server.
Table 7.3.1.2.2-1 captures the pros/cons of options 1-3 from different operators/vendors perspectives.
Table 7.3.1.2.2-1: Pros and Cons of data collection options for UE-side model training at the UE-side OTT server.
	Options
	chipset vendor
	UE vendor
	NW vendor
	Operator

	Option 1
	Pros
· No protocol impact if 3GPP transparent methods are adopted.
· Model training can take chipset raw data (e.g., L1 measurement without filtering) if the OTT server is owned by the chipset vendor.
	Pros
· No protocol impact if 3GPP transparent methods are adopted.
· More UE-specific data can be collected if the OTT server is owned by the UE vendor.
	Pros
· No protocol impacts if 3GPP transparent methods are adopted.
	Pros
· No protocol impacts if 3GPP transparent methods are adopted.

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the OTT server is not owned by itself.
	Cons
· Security and privacy concerns on sharing collected data if the OTT server is not owned by the UE vendor.
	Cons
· Security and proprietary concerns if RAN node configurations need to expose to OTT server for model training.
	Cons
· Security and privacy concerns as the content of collected data is transparent to the operator.

	Option 2
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
	Pros
· Less protocol impacts with enhancements to existing methods except MDT.
· Operator can take control of the data transfer process. 

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the format of collected data is defined via CP signaling.
	Cons
· Security and privacy concerns to share user data.
	Cons
· Security and proprietary concerns if RAN node configurations need to expose to OTT server for model training.
	Cons
· Security and privacy concerns as the content of collected data is transparent to the operator if UP tunnel is used to transfer collected data.

	Option 3
	Pros
· Less protocol impacts with enhancements to MDT.
	Pros
· Less protocol impacts with enhancements to MDT. 
	Pros
· Less protocol impacts with enhancements to MDT. 
	Pros
· Less protocol impacts with enhancements to MDT. 

	
	Cons
· Risk of unveiling the proprietary design of chipsets if the format of collected data is defined via CP signaling. 
	Cons
· Security and privacy concerns to share user data.
	Cons
· Security and proprietary concerns if RAN node configurations  need to expose to OTT server  for model training. 
	Cons
· How data is transferred to the OTT server would need extra coordination effort between operators and OTT server owner.



A set of general principles and requirements are expected to be considered for the data collection of UE-side model training:
-	Protect data privacy and security, e.g., avoid exposing user-sensitive or revealing proprietary-related data to any irrelevant entities.
-	All data collected from UE vendor should be verifiable and processable by the UE vendor.
-	Minimize extra coordination effort, e.g., offline engineering, between operators/vendors and the OTT server owner.
-	Be comprehensive and necessary, i.e., vendors and operators shall share their collected data and configuration information if needed. 
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