Page 24

3GPP TSG RAN WG2 Meeting #123      
                           R2-2309202
Toulouse, France, Aug 21- Aug 25                             
Agenda item:
7.16.2.1
Source:
Apple

Title:
Summary report of [AT123][001][AIML] UE capability and applicability conditions

WID/SID:
FS_NR_AIML_air – Release 18
Document for:
Discussion and Decision

1 Introduction
This is offline discussion summary document. 

 Offline 001 (Apple) applicability conditions and UE capability

· Gather comments on the topic of applicability conditions and UE capability, in particular such reporting that need to be more dynamic than current static UE capabilities. Baseline for the offline would be + R2-2307812 and other relevant docs
Please note:

· Rapporteur try to make this discussion on stage 2 level because we are still in SI phase, i.e. focus on overall signaling framework of UE capability and applicability conditions rather than signaling/procedure details.

· Rapporteur drafted the discussion document based on company contributions submitted in RAN2#123. 

· The discussion questions are made based on issues/solutions proposed by multiple companies (at least 2).    

· For company proposals which are not discussed in this document, Rapporteur provide explanation on section 2.2.5.     

· Although RAN1 had discussion on dataset category based on condition, Rapporteur think it will be hard for RAN2 to make progress before concrete conclusion can be made on data collection discussion. So, Rapporteur don't discuss it in this offline. 

	Company
	Email

	OPPO
	fanjiangsheng@oppo.com

	Ericsson
	felipe.arrano.scharager@ericsson.com

	Xiaomi
	Yangxing1@xiaomi.com

	LGE
	soo.kim@lge.com

	Intel
	Ziyi.li@intel.com

	Interdigital
	Oumer.teyeb@interdigital.com

	Qualcomm
	Aziz@qti.qualcomm.com

	Huawei, HiSilicon
	Jun.chen@huawei.com

	CMCC
	chenningyu@chinamobile.com

	Nokia, Nokia Shanghai Bell
	sakira.hassan@nokia.com

	Fujitsu
	wangxin@fujitsu.com

	Lenovo
	Zhangcc16@lenovo.com

	Mediatek
	Yuany.zhang@mediatek.com

	TCL
	Zhe21.chen@tcl.com

	Spreadtrum
	xiaoyu.chen@unisoc.com

	Sharp
	shrivastavar@sharplabs.com

	CATT
	tangxun@catt.cn

	China Unicom
	gaos30@chinaunicom.cn

	Samsung 
	c.khirallah@samsung.com


2 Discussion 

2.1 UE capability 
RAN2#121b-e made below agreement on UE capability:

· FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 

Meanwhile, RAN1 made below agreements related to UE capability:

Agreement of RAN1#112b-e:

· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:

· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.

· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.

· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.

· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).

· FFS: relationship between functionality-based LCM and model-ID-based LCM

· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Agreement (RAN1#113):

Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.

· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report

· Note: model identification using capability report is not precluded for type B1 and type B2
Here, we discuss the "UE capability" with the understanding of " AI/ML-enabled Feature/FG". 

Table provides a summary of company proposals in RAN2#123:

	Source
	Proposals related to "AI/ML-enable Feature/FG"

	OPPO
	Proposal6: For CSI and BM use cases, the existing RRC signaling based UE capability reporting mechanism defined in TS 38.306 and TS38.331 can be used as a starting point to report static UE capabilities; while for Positioning use cases, LPP signaling based UE capability reporting method can be used as a starting point to report static UE capability.

	Xiaomi
	Proposal 6: Legacy UE capability mechanisms as defined in RRC and LPP can be reused to indicate the capability of AI/ML enabled Feature/FG.

	vivo
	Proposal 1: UE AI/ML capability is considered per (sub)use case. 

· For CSI feedback enhancement and beam management use cases, UE AI/ML capability is indicated in UE AS capability in RRC. 

· For positioning accuracy enhancement use case, UE AI/ML capability is indicated in positioning capability in LPP.

Proposal 2: Detailed UE AI/ML capability is postponed to discuss in the normative phase.

	Sharp
	Proposal 2: For exchanging AI/ML UE capability information between the UE and the network, existing mechanisms for UE capability information exchange can be re-used as baseline.

	Intel
	Proposal 6: At least for functionality based LCM, UE should report supported AI/ML sub-use case(s) and associated functionalities/functionality to the network via existing UE capability reporting procedure, i.e. RRC reporting for CSI/BM use case and LPP reporting for positioning use case (e.g. explicitly or implicitly by supported model ID, depends on the model ID structure discussion). 

	Apple
	Proposal 1: The legacy UE capability framework serves as the baseline of AI/ML capability signaling.

	Spreadtrum Communications
	Proposal 2: UE capability mechanisms as defined for RRC reported and LPP reported capabilities can be reused for AIML model/functionality.

	Nokia
	Proposal 7: Functionalities will be signalled through the RRC capability exchange procedure for the beam management, CSI compression, and CSI prediction use cases.

Proposal 8: Functionalities will be signalled through the LPP capability exchange procedure for the positioning use-case.

	InterDigital
	Proposal 3: RAN2 to study enhancements to RRC and LPP capability frameworks. FFS if dynamic capability reporting (as a result of changing computational resources and storage availability at the UE) is needed for AI/ML.

	Huawei
	Proposal 3: The UE capability discussion is pending for the discussions on enhancements, e.g. per LCM per use case. Current UE capability frameworks (e.g. as defined for RRC reported and LPP reported capabilities) can be re-used.

	ZTE
	Proposal 2:
For UE sided model and UE part of two sided model regarding the functionality indentification, RAN2 assume two-step conditions reporting is applied, whereas UE capability reporting is considered as the first step, one real-time report framework (e.g. UAI) is considered as the second step.

	Ericsson
	Proposal 1 For UE capability for AIML methods we use the UE capability mechanism defined for RRC and LPP. If needed, RAN2 can study methods to indicate the (non)applicability/(non)suitability of AIML models and/or functionalities after UE capability reporting

	CMCC
	Proposal 4: The legacy UE capability reporting mechanism can be used as baseline for AI/ML capability reporting.

	Qualcomm
	Proposal 1: The UE communicates the supported functionalities in the capability signaling by reporting the static envelope configurations for AI/ML-enabled and legacy features representing the possible supported conditions/configurations at the UE.



Based on highlighted wording, it seems almost all companies can agree below way-forward:

Proposal 1: The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 

· For positioning use case, it is indicated in positioning capability in LPP.

Proposal 2: RAN2 confirm that details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.

Rapporteur would like to confirm whether company can confirm P1 and P2

Q1: Do you agree below P1 and/or P2?

Proposal 1: The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 

· For positioning use case, it is indicated in positioning capability in LPP.

Proposal 2: RAN2 confirm that details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.

	Company
	Yes/No for P1
	Yes/No for P2
	Provide comments if you disagree P1/P2

	Apple
	Y
	Y
	If we agree P1 (i.e. legacy capability signaling framework), P2 is "business as usual".

	OPPO
	Y
	Y
	

	Ericsson
	Y 
	Y 
	

	Xiaomi
	Y
	Y
	

	LGE
	Y
	Y
	

	Intel
	Y
	Y
	

	Interdigital
	Y
	Y
	

	Qualcomm
	Y
	Y
	P2 is "business as usual” including waiting for RAN1 input on parametrization for each AI/ML enabled feature.

[Rapp] Same understanding.  

	Huawei, HiSilicon
	Y with comments
	Y
	In TS 23.501, section 5.4.4.1 defines UE radio capability information storage in the AMF. The AMF can store UE Radio Capability information during CM-IDLE state, and later send the capability information to the RAN in the N2 REQUEST message. It is our understanding that this mechanism is also legacy UE capability framework, but the above P1 seems not to mention it (currently it only refers to the two RRC messages in Uu interface).

So we suggest to disucss whether to consider the above UE Radio Capability information reporting in the CSI/BM use cases in P1.

[Rapp] The current formulation of P1 is from RAN2 perspective. Your mentioned part is not included because they are about RAN3/SA2. It is assumed it can also be reused, but RAN2 is not in position to make decision.  

	CMCC
	Y
	Y
	

	Nokia, Nokia Shanghai Bell
	Y
	N
	P1: Agree with this. 

P2: In our view the intention of the question is not clear. We understand the details in P1 can be studied in the normative study. However, there might be details missing in legacy UE capability to enable Feature/FG as it was agreed to be used as a baseline. We are expecting a direction for the way forward during the SI phase. 


[Rapp] For missed details in legacy UE capability, company can always bring it in contribution driven manner if it is essential issue. To address your concern, I can add "stage 3" before "details".   


	ZTE
	Y
	Y
	

	Lenovo
	Y
	Y
	

	vivo
	Y
	Y
	

	Mediatek
	Y
	Y
	

	TCL 
	Y
	Y
	

	Spreadtrum
	Y
	Y
	

	Sharp
	Y
	Y
	

	CATT
	Y
	Y
	

	AT&T
	Y
	Y
	

	China Unicom
	Y
	Y
	

	Sony
	Y
	Y
	

	Samsung 
	Y
	Y
	

	Kyocera
	Y
	Y
	


Summary for Q1:

· 24/24 company support Proposal 1. Rapporteur assume it is agreeable. 
· 24/24 company support Proposal 2. Rapporteur made small edits to address company concern. So, it is also assumed to be agreeable 
Proposal 1 (24/24): The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 

· For positioning use case, it is indicated in positioning capability in LPP.

Proposal 2 (24/24): RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.

2.2 Applicability conditions

52.2.1 What is "applicability conditions"?  

In Rapporteur understanding, the discussion on applicability condition in RAN2 is triggered due to below RAN1 agreement made in RAN1#11b-e (please notice the highlighted part):

Agreement of RAN1#112b-e [2]:

· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:

· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.

· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.

· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.

· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).

· FFS: relationship between functionality-based LCM and model-ID-based LCM

· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Agreement

Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.

Note: it does not preclude any existing solutions.

Since it is the first time of RAN2 discussion on applicability condition, Rapporteur first want to discuss whether RAN2 can achieve a common assumption on what is applicability condition. 

According to above highlighted parts of RAN1 agreements and RAN1 discussed details listed in Appendix, RAN1 used the terminology "additional conditions". However, another terminology "'applicability conditions" has been captured in TR 38.843, as copied below:

7.3.1.5
Applicability reporting of functionalities and models

Editor’s note: From what is discussed in clause 4.2, further RAN2-centric details/options could be included in this part.

Rapporteur's understand the terminology "additional conditions" used in RAN1 mean 'applicability conditions". In order to avoid future terminology alignment issues between RAN1 and RAN2, Rapporteur provide below assumption for company to check whether common understanding can be achieved in RAN2.
RAN2 assume RAN1 used terminology "additional conditions" is equal to “applicability conditions" captured in TR 38.843. It means one AI/ML functionality/model is applicable under certain configurations / scenarios / datasets. And according to RAN1 discussion, the following applicability conditions may be applied:

1) certain scenarios (e.g. channel model, UE distribution, UE mobility levels, carrier frequencies, etc).

2) certain configurations (e.g. UE/gNB config, bandwidths, antenna port layouts)

3) certain sites

4) UE’s internal conditions such as memory, battery, and other hardware limitations
Rapporteur would like to confirm whether company can agree the RAN2 assumption on applicability condition.
Q2: Do you agree below RAN2 assumption of what is "applicability condition"? 

RAN2 assume RAN1 used terminology "additional conditions" is equal to “applicability conditions" captured in TR 38.843. It means one AI/ML functionality/model is applicable under certain configurations / scenarios / datasets. And according to RAN1 discussion, the following applicability conditions may be applied:

1) certain scenarios (e.g. channel model, UE distribution, UE mobility levels, carrier frequencies, etc).

2) certain configurations (e.g. UE/gNB config, bandwidths, antenna port layouts)

3) certain sites

4) UE’s internal conditions such as memory, battery, and other hardware limitations
	Company
	Yes/No
	Detailed comments (e.g. whether other detailed conditions can be added, whether to remove these details at this stage, etc)  

	Apple
	Y
	For the listed possible conditions 1)/2)/3), they are from RAN1 (see appendix), 4) is from RAN1#113 agreement. The intention is to align company understanding in RAN2. 



	OPPO
	Yes except bullet 4)
	We agree the intention to clarify the terminology, but we also think only bullet 1)2)3) clearly belongs to functionality/model applicability conditions as stated in RAN1 agreements so far, as for bullet 4), this discusses something different, for bullet 1)2)3), it’s the applied info within one model, even if the info is not reported via UE capability signaling, these info is determined and unchanged after model training, the reason for UE to report this kind of info is that UE may dynamically acquire new model for specific use case for which the model/function applied condition may be different than the applied condition maintained by the NW, so UE should update this info to let NW know more model is available and/or some previous model is not available for now, no matter for which case we focus, the applied condition is unchanged for a specific model after training, if model finetuning happens and the corresponding applied condition has been changed, UE will consider it as a new model, so the coordination between UE and NW makes more sense;

But for bullet 4), it’s more dynamic info and related to model coexisting among different activated models, i.e. not the applied info within one model, so it’s not a good idea to mix bullet 4) with bullet 1)2)3) when discussing applied conditions, even if the same signaling, e.g.UAI, may be used to address bullet 4) and other bullets finally, separate discussion can make our discussion simple which is also the way RAN1 has been done, i.e. separate agreements on bullet 4) and other bullets.

	Ericsson
	See comment
	The details highlighted above by the email discussion rapporteur seem to be RAN1 details, that aren’t related to what RAN2 should be discussing. 

As we see it, the focus in RAN2 at this point should simply be related to the following highlighted parts of the TR:
After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities are studied.
 [...]
After model identification, necessity, mechanisms, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models are studied. 
Hence, RAN2 should only focus on solutions based on what has already been configured (or eventually identified). An agreement/proposal in RAN2 should be along these lines then, e.g.:

“RAN2 to focus on studying mechanisms for the UE to report updates on the applicability of the configured functionalities and/or models.”



	Xiaomi
	N
	I understand the applicable condition refers to legacy metrics, as listed in 1-3. However, additional conditions refers to AI/ML specific metrics, as listed in 4. These two terms are different. Anyway, it’s up to RAN1 to further define the two conditions and we don’t see this is urgent to assume in RAN2.

	LGE
	N
	Fine with 1)/2)/3), but “4)UE’s internal conditions” can be removed.

From our understanding, it is unclear whether UE’s internal conditions are considered as applicable conditions in RAN1, and it is difficult to specify hardware specifics (e.g., memory, battery, etc) in RAN2.

	Intel
	Y
	Furthermore, we also think UE speed should taken into account as part of certain scenarios, since it is also evaluated by RAN1.

	Interdigital
	Y
	We agree in general, but 3) needs clarification. What is meant by certain sites? Is that a location/area where the functionality/model is applicable? Is it the type of cell? (e.g., macro/micro sites, etc.),

	Qualcomm
	N
	"Additional conditions" and “applicability conditions” are two different concepts.

At a high level, “Additional conditions” are used to determine “Applicable conditions”. 

In more detail:

· For Model-ID based LCM, 

· “Conditions” and "Additional Conditions" are used to define Model IDs. 

· “Conditions” and “Model IDs” are used to signal “Identified Functionalities” (aka UE Capabilities) and “Applicable Conditions”.

· For functionality-based LCM, 

· Current RAN1 agreement: “Conditions” are used to define “Identified functionalities”. With this agreement, the UE "Additional Conditions" cannot be communicated to the network. “Applicable Conditions” signal whether the AI/ML feature is currently supported or not.

· The network may provide “Assistance Information” to help the UE determine the “Applicable Conditions”.

· It is FFS in RAN1, whether "Additional Conditions" are also used to define “Identified functionalities”. If that’s agreed, UE "Additional conditions" can be communicated to the network.

· The split between "Conditions" and "Additional Conditions" is left to stage 3.

We propose to reword the RAN2 agreement to be:

· For Model-ID based LCM, 

· “Conditions” and Model IDs are used to signal the “Identified functionalities” in the ”UE Capabilities”. 

· “Condition status”(*) and Model IDs are used to signal the “Applicable conditions” in a IE (The definition of the IE and the carrying message(s) are left for stage 3).

· For functionality-based LCM, 

· Based on current RAN1 agreements: 

· “Conditions” are used to define “Identified functionalities” in the “UE Capabilities”. UE "Additional conditions" cannot be communicated to the network. 

· The network may configure triggers for the UE to report the“Condition status”(*).

· “Condition status”(*) are used to signal the “Applicable conditions” in an IE (The definition of the IE and the carrying message(s) are left for stage 3).

· It is FFS in RAN1, whether "Additional conditions" are also used to define the “Identified functionalities”. If that’s agreed, in addition to the above:

· UE "Additional conditions" can be communicated to the network (details left for stage 3).

(*)“Condition status”: Is not a RAN1 defined terminology. It could be the full or a summary description of the “conditions” and when applicable, the “additional conditions”, to be agreed in stage 3. It is purpose is to avoid sending the full capabilities or “Applicable Conditions”. 

Finally, we also propose an additional example for 2) certain configuration (…,, CodeBook reference).



	Huawei, HiSilicon
	See comments
	We have the following comments:

Firstly, we think that the listed conditions are from RAN1 discussions, which means RAN1 should firstly evaluate these conditions. For conditions that proposed in RAN2 but not evaluated in RAN1, we think the motivation and necessity should be discussed.

Secondly, we are unclear about the necessity of the following parameters:

UE distribution: it is too general, and how NW knows the info is FFS

gNB config: not clear about the meaning. For RRC configuration, it is anyway for a specific UE and thus it is UE config.

Certain sites: it is confusing, whether it is referring to a set of cells or a larger area

In summary, for the following parameters, the meanings are unclear to us, so clarifications are needed, otherwise they should be either revised or removed:

UE distribution

gNB config

certain sites



	CMCC
	See comments
	We are not sure whether the “additional conditions” is equal to “applicability conditions”. But at least literally, we think applicability conditions means one AI/ML functionality/model is applicable under certain conditions. Therefore, we suggest to revise the proposal as:
RAN2 assumes that “applicability conditions” means one AI/ML functionality/model is applicable under certain conditions (e.g. configurations / scenarios / datasets). 

For the possible conditions, we are fine with bullet 1)2)3) in general which are aligned with RAN1 agreements, but the details in brackets should be left to RAN1. In addition, we wonder why the datasets is precluded which is also indicated in RAN1 agreements. For bullet 4), we think it is unclear how to handle UE’s internal conditions in RAN1, so we prefer to remove it at this stage.

	Nokia, Nokia Shanghai Bell
	Yes with comments
	We agree with the list for additional conditions. However, the examples provided in brackets need to be discussed.

1) ‘Channel model’, ‘UE distribution’, these example scenarios are simulation-based configuration information. Would this add any value in real environment? We suggest removing these examples. 

2) In our understanding, the configuration(s) are suppforted based on conditions indicated by the UE capability (also present in the agreement above). These are examples which can fall in the conditions category.

3) First, we note that RAN1 has not agreed on any configuration possibility of additional conditions such as scenarios/datasets. In our understanding, sites and scenario are the same. If these are different, we should discuss what is meant by ‘sites’. In some company contributions, we found cell id, plmn id. Please clarify that our understanding is correct. Otherwise, this ‘site’ information might be useless in WI phase.
We may add a Note that ‘FFS if more additional conditions can be identified either in RAN1 and RAN2'
Our honest opinion is that RAN2 may focus on the protocols and signaling of the applicability conditions. This list may not be relevant to RAN2’s feasibility study. 

We would also like to capture the following text in TR 38.843
RAN2 assumes RAN1 used terminology "additional conditions" is equal to “applicability conditions".

	Fujitsu
	Y with concern on 4)
	Basically, the detailed contents of the “additional conditions” should be defined in RAN1, we are a bit confused why RAN2 needs to define this information based on RAN1 discussion. If the intention is to decide the signaling and procedure to carry those messages then we are fine with 1)2)3) since evaluations in RAN1 have been done to prove it, e.g., different scenarios for different AI/ML models applicable for positioning. However, for 4), there is no consensus which sort of hardware can be “applicable” for a certain AI/ML model/functionality, the model support level of devices with similar hardware and different supporting algorithm may vary a lot, so may be UAI can be used as auxiliary mechanism for these hardware-related information reporting from UE to NW as UE preference, but we can hardly say 4) can be regarded as “applicability condition” of AI/ML models.

Besides, we also propose to further clarify the relationship between “applicability conditions” and “additional conditions”, we suggest not to capture the terminology into TR before clear clarification.

	ZTE
	N
	In general, we think we need to make a clear understanding about the ‘additional conditions’ in RAN1 and ‘applicable conditions’ developed in RAN 2.

According to RAN1 agreements quoted by rapporteur, they have definitely different meanings of ‘additional conditions’:

Agreement of RAN1#112b-e [2]:

· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:

· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.

· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.

· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).

· FFS: relationship between functionality-based LCM and model-ID-based LCM

Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
For the yellow highlighted part, the ‘additional conditions’ are related to the models control/operation for one functionality, it is mainly related to a LCM purpose of  functionality management/operation.

For the green highlighted wording, it mainly regarding a LCM purpose of model identification. 

It is obviously the additional condition have different usages for different LCM type (i.e. model Id based LCM, functionality based LCM)

Apart from the different usages of additional conditions, RAN1 also mentioned that the applicable conditions shall be discussed in each sub use case which is still FFS.

If we really think the applicable conditions is equal to the additional conditions, We doubt whether this proposal in RAN2 can precisely and fully reflect the intention from RAN1…



	Lenovo
	See comment
	Ok if we take it as assumption for the sake of discussion. But we also understand RAN1 is also discussing the concept of applicability condition and additional information. Alternatively, we can wait for RAN1 conclusion. 

W.r.t RAN2 impact, we agree with some companies above that better we focus on the procedure instead of detailed contents.

	vivo
	See comments
	No need to align these two terms, and the definition of additional condition is not stable in RAN1. 

Besides, the detailed applicability conditions are up to RAN1.

	Mediatek
	See comments
	The terminology—specifically 'conditions', 'additional conditions', and 'internal condition'—in RAN1 agreements are quite confusing. It is essential that RAN1 clarify the intentions and exact meanings behind these terms. There seems to be a repetitive discussion in RAN2, presumably to prevent conflicting conclusions. It’s better to delay until RAN1 provides a clearer definition or explanation of these terms.

If the goal of the discussion in RAN2 is to generate some assumptions based on RAN1 agreements, our understanding is that the conditions used to determine the applicability of the AI/ML functionality/model encompass overall conditions or descriptions. These descriptions include factors such as gNB configuration, scenarios, sites, and datasets. UE’s internal condition may not necessarily contribute to the applicability determination of the AI/ML functionality/model. The identification of conditions is specific to each use case.

Prior to delving into what is encompassed by 'conditions', it's beneficial to clarify their usage and provide the reasoning behind them. It's evident that 'conditions' may be used for activating, deactivating, switching, or falling back on a model/functionality. Apart from this, it may also be used for:

· Model/functionality configuration(maybe)

· AI/ML model/functionality Monitoring/assessment on the conditions

· Dataset categorization with the conditions

· FFS on others

	TCL
	Yes with comments
	Firstly, we try to understand mentioned “applicability conditions”, which means that a functionality/model is applicable under the conditions, in order words, the mentioned conditions will affect whether a functionality/model is applicable. Hence, in this understanding, “applicability conditions” is equal to “additional conditions”.  
Then, based on RAN1 agreements and progress, we agree that the listed 1)-4) are additional conditions.

For1)2)3), the agreements clearly states that these are “additional conditions”;

For 4), Although RAN1 did not achieve an agreement about it, but in the R1#113  discussion, we can find some clues as below:
FL comments: I simplified the proposals based on company comments.
Applicability of a functionality, if supported, may be affected by

· Additional conditions (e.g., scenarios, sites, and datasets)

· UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download
Applicability of a model, if supported, may be affected by 

· UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download
Since the UE’s internal conditions change, it will effect the applicability of a functionality/model, for example, if the UE memory becomes smaller at some point, some large size applicable models may be inapplicable. Hence, we think 4) is a kind of “additional conditions”. 

	Spreadtrum
	See comment
	We are not sure whether those two terminology is equal, but we generally agree with rapporteur and the proposed bullet 1/2/3/4. Those “addition condition” is part of model meta info and is used to instruct how to make the model work. 

We also agree with others that the details should be discussed in RAN1.

	Sharp
	Y (with comments)
	Agree with some companies above, 3) needs clarification. Bullet 4) info. can be dynamically reported to the network. How it is reported e.g., UE capability or UAI etc. may be discussed. If according to RAN2 understanding, if applicable conditions is equal to additional conditions, then we should use only one term for example, applicable conditions.

	CATT
	See comments
	The additional conditions (e.g., scenarios, sites, and datasets) can be part of the applicable conditions but not the same. Besides additional conditions (e.g., scenarios, sites, and datasets), the applicable conditions can also include ‘association with specific configurations/conditions of AI/ML-enabled Feature/FG’.

We generally agree with 1), 2) and 3). For 4), we do not think the hardware capabilities e.g. storage, computation power should be included in applicability condition, since if assuming UE can manage well on the storage and computation, it does not need to report its capability on storage and computation. Instead, it may just report/update the applicable model/functionalities.

All in all, the definition and details of “applicability conditions” are still unclear, and may need more RAN1 conclusion/input.

	AT&T
	N
	The discussion of “additional conditions” is ongoing in RAN1 and as a result we believe RAN2 should focus only on “applicable conditions” based on the existing agreements captured in the TR for this meeting in any decisions.

	China Unicom
	See comments
	We don’t see any need to align these two terms now. Additionally, 4) seems totally based on UE implementation and it shall not defined in the specs. 

	Sony
	Y
	We think these are good starting points. Agree with other companies about 3) that it can be expanded a bit like other bullets

	Samsung 
	See comment
	We also think that the listed conditions are details related to the discussion in RAN1.

Additionally, we tend to support the view that RAN2 should focus on studying aspects of the protocols and signaling of the applicability conditions.



	Kyocera
	Yes with comment
	We think 'applicability condition' means not dynamic information but static information. If '4)' refers to dynamic information such as 'remaining UE memory', we think this kind of information should not be included in 'applicability condition'. 


Summary for Q2:

Company views are diverse:

· Misaligned understanding on whether RAN1 used terminology "additional conditions" is equal to “applicability conditions" captured in TR 38.843. Meanwhile, multiple companies think it is not urgent to align terminology with RAN1, and RAN2 should focus on study of its procedure/signaling.
· More than half companies (at least 16/23) agree to make a RAN2 assumption on "applicability conditions" for further discussion on its procedure and signaling.

· Include Apple, OPPO, Intel, InterDigital, Huawei, CMCC, Nokia, Fujitsu, Lenovo, Mediatek, TCL, Spreadtrum, Sharp, CATT, Sony, Samsung. 
· Most companies showed some concerns on listed 4 kinds of conditions, especially on 3) and 4). Rapporteur think we can remove these details and wait for RAN1 inputs.  

To make progress, Rapporteur suggest two followed actions:

1) RAN2 to agree an assumption on "applicability conditions" for further discussion on its procedure and signaling. And the assumption should be as simple as possible (i.e. no need to list different candidates of condition metrics for now). 
2) Meanwhile, it is indeed an issue if RAN1 and RAN2 have understanding gap between “applicability conditions” and "“additional conditions”. It should be resolved. So, Rapporteur suggest RAN2 to discuss mapping of RAN1 concepts ("Conditions", "Additional Conditions", "Identified Functionalities") to RAN2 signaling concepts in contribution driven manner at the next meeting.
Proposal 3: To facilitate discussion on procedure and signaling, RAN2 assumes that “applicability conditions” means one AI/ML functionality/model is applicable under certain conditions (e.g. configurations / scenarios / datasets). 
Proposal 3a: RAN2 to discuss mapping of RAN1 concepts ("Conditions", "Additional Conditions", "Identified Functionalities") to RAN2 signaling concepts in contribution driven manner at the next meeting.

In the followed discussion, Rapporteur used terminology “applicability conditions" because it is self-explanatory. 

2.2.2 Overall procedure on how applicability condition works  

According to company contribution in RAN2#123, there are two basic procedures proposed on applicability condition works:

· Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 

· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features.
· Alt-3: 
UE reports the applicability condition fulfilment to the network and network configures the UE AI/ML enabled features.
Table 2 provides a summary of company's proposals.

	Source
	Proposals on procedure of how applicability condition works
	Rapporteur note

	Xiaomi
	Proposal 4: If LCM is performed by UE, UE evaluate the applicable condition of each AI model and activate/deactivate/switch AI model accordingly.

Proposal 5: If LCM is performed by NW, NW can configure UE to report the applicable condition fulfilment or not.
	Alt-1+Alt-3

	vivo
	Proposal 4: For the UE-sided model, to enable UE-initiated model/function selection/ (de)activation /switching/fallback, NW may provide the UE with applicable conditions to trigger the corresponding action(s).
	Alt-1

	Qualcomm
	Proposal 2: RAN2 is requested to discuss whether UE can accept a functionality configuration that it cannot comply with immediately. 

Proposal 6: UE can use existing procedures (e.g., UE assistance information, NeedForGap framework) to indicate applicable functionalities / additional conditions, such that an appropriate functionality can be activated among the applicable functionalities.
	Alt-1+Alt-2

	Ericsson
	Proposal 4 RAN2 to consider using UE Assistance Information based solutions to indicate needs or updates regarding the applicability of AIML models and functionalities. Prioritize reactive approaches that do not show dependency on other WGs’ discussions.
Proposal 5 RAN2 to consider using RRC Complete (and related) embedded messages (e.g., similar to NeedForGaps) to indicate needs or updates regarding the applicability of AIML models and functionalities in a given situation/context/scenario.
	Alt-1
(but further clarifications by the email discussion rapporteur seem to be needed)


Rapporteur would like to collect company view.
Q3: On overall procedure of how applicability condition works, which alternative(s) do you prefer for further study?

· Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 

· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 
· Alt-3: both Alt-1 and Alt-2
· Alt-4: 
UE reports the applicability condition fulfilment to the network and network configures the UE AI/ML enabled features.
	Company
	Preference 

(Alt-1/Alt-2/Al-3)
	Detailed comments

	Apple
	Alt-3 
	We think both Alt-1 and Alt-2 are needed for different use cases:

· For Alt-1, it is similar to existing CHO framework. It is more suitable for the applicability conditions with UE privacy. For example, the UE's movement orientation / speed. The UE may not be willing to report them to NW because it may exposure UE privacy. In this case, NW can configure multiple conditions, e.g. one speed range for one model.

· For Alt-2, it is similar to existing regular HO framework. it is more suitable for the applicability conditions related to radio resource allocation. For example, different reference signal density/pattern corresponds to indoor and outdoor UE. In some case, even if UE moves from outdoor to indoor, NW may choose to keep the current RS pattern/density due to system performance consideration. 

Please note that similar discussion is also on-going in RAN1. If majority prefer to wait for RAN1 conclusion. We are also fine. But we think RAN2 need to first understand how applicability conditions works before discussing its signaling framework.

	OPPO
	Alt-2
	We think Alt-2 should be the baseline and can avoid try-and-error case, which means NW can correctly do the reconfiguration based on UE capability and applicability conditions reported by UE, which is also aligned with legacy logic, as for Alt-1, not only try-and-error may happen, but also may cause UE reestablishment, which is a bad situation for UE performance. 

	Ericsson
	Alt-1
	Some further clarification might be needed on Atl-1 and Alt-2 above. Perhaps the intention of the email discussion rapporteur is to refer to (???): 

1. reactive approach (Alt-1), and

2. proactive approach (Alt-2).

The email discussion rapporteur could perhaps clarify on the above. 


A reactive reporting would involve the UE providing information to the NW upon receiving an action from it, e.g., after being configured with a functionality for which its supporting model is not applicable.
A UE reacting to a certain configuration could further translate to a simple indication which informs the NW of e.g., “no applicability”. For which later the NW can take (or not) a decision on what/whether to act.

On the other hand, a proactive reporting would involve the UE indicating needs or changes to the network without being prompted (or previously configured). For which RAN2 should study:

a) How to handle the potential overhead that could be generated, and 

b) How to understand the UE’s message.

Item “b)” above can prove a strong link with RAN1’s or RAN4’s study. For which we believe that RAN2 should prioritize considering reactive approaches (i.e., after already being configured), for which solutions drawing inspiration from UE Assistance Information and the NeedForGaps framework appear to work. 

(Note that our P4 above goes in that direction, see highlighted text above). 

	Xiaomi
	All
	Alt-1 and 4 can be used when LCM is performed at UE. Alt-2 can be used when LCM is performed at NW. In this stage, all solutions can be considered.

	LGE
	Alt-3 
	Two alternatives are possible ways for proactive/reactive functionality configurations. RAN1 is still under discussion for the alternatives, and there is no conclusion yet. 
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	Intel
	Alt-3
	In our understanding both alternatives need to be supported for different scenarios. However, we think the usage should be clarified. For example, in our understanding, Alt-1 is for the UE-side model where model is downloaded/transferred from NW side, applicable conditions are configured together with the transferred model, while Alt-2 is to support UE-side model where NW has no information about (either trained by UE or download from OTT server). 

	Interdigital
	All options could work, but Alt-1 needs clarification
	We need to clarify Alt- 1. Our understanding is that it is referring to the UE monitoring the applicability conditions for a certain AIML functionality/model, and start using that functionality/model when it finds out that the conditions have been fulfilled? If that is the correct understanding, then we propose to change the description of Alt-1 as:

Alt-1: the UE is configured to use an AIML functionality/model, evaluates the applicability conditions for the functionality/model, and when the conditions are fulfilled, starts using the functionality/model, and notifies the network if needed. 

	Qualcomm
	Alt-2 as baseline, 
Alt-1 conditional
	We have illustrated the difference between 1 and 2 in the figure mentioned by LGE. (from https://www.3gpp.org/ftp/tsg_ran/WG1_RL1/TSGR1_113/Docs/R1-2305327.zip)
In Alt-1, the UE should trigger the to the new configuration, as done in CHO; otherwise, the UE may be asked to enable a configuration that is not supported.

Alt-2 is business as usual and can be considered the baseline. We don’t agree with Ericsson’s analysis for Alt-2.

	Huawei, HiSilicon
	Alt-1
	For UE-sided model, if the UE has applicability conditions (e.g. UE speed info) and UE can send the info to OTT server for model training, it is suitable for UE to correlate features with conditions. Whether the UE needs to inform NW can be discussed (per use case).

For Alt-2, we have the following comments:

It seems that alt-2 assumes that the network is suitable to get some information and do appropriate model/functionality control rather than UE. However, it needs to be clarified and discussed.

If the condition is UE speed info, as we stated above, we think UE is suitable to check the info and decide on actions by itself. On top of that, the motivation/necessity of alt-2 should be clarified.

For other conditions, we would like to see whether alt-2 is useful.

In general, we think the necessity of alt-2 should be discussed.

	CMCC
	Alt-3
	We think both Alt-1 and Alt-2 can work, and depends on which entity (UE or NW) performs LCM.

	Nokia, Nokia Shanghai Bell
	FFS
	We appreciate the intention of the Rapp for highlighting these options. We would like to wait for RAN1 conclusion on the procedure. However, we have following insight.

1. Alt-1 is beneficial if NW has already configured and UE selects among those.

This option seems to represent the case of UE-autonomous model switching within a configured functionality, e.g., a UE evaluates its environment and selects the best model that enables the configuration provided by the network. FFS whether the UE would report it to the network. We should consider the case of model selection at the time of configuration and after configuration.


2. For Alt-2 to be useful, we need to solidify the definitions/options of the “applicability conditions” and whether we need to signal this information to the network. Actions based on the applicability conditions reported to the network are FFS.



	Fujitsu
	Alt-3
	It seems that both Alt-1 and Alt-2 work under certain conditions, and the figure shown by LGE can give some hints for the difference. We slightly prefer Alt-2 since the applicability-related information such as “configuration/scenario/site” are not definitely AI/ML- based and they may have additional impacts for further AI/ML-related actions. Furthermore, Alt-2 requires LCM control from NW side, we believe it may be mandatory for most of the cases except those cases with only UE and OTT involvement.

	ZTE
	Alt 2
	it is really confusing about Alt-1, what is ‘configured actions’ in Alt-1? 

But Alt 2 have been captured in the current TR..

	Lenovo
	Alt-3
	We also think both Alt-1 and Alt-2 could be supported under different conditions. 

	vivo
	Alt-1 as baseline, others see comments
	Alt-1 is applicable for functionality-based LCM. For model-based LCM, all these alternatives may work.

	Mediatek
	Open to all
	How condition works depends on the purpose/usage of the conditions, just as commented in Q2. If we understand correctly, Alt-1 and Alt-3 assumes that the procedure assists network to perform model/functionality activation/deactivation/switching/fallback, while Alt 2 assumes that the procedure assists network make proper model/functionality configuration. 

The issues to be addressed as well as the intention of different alternatives of the overall procedure need to be clarified first. 

	TCL
	Alt-3
	Both Alt1 and Alt2 are possible.
For Alt1, UE itself controls the follow-up LCM functions according to the conditions, the applicability conditions can be obtained through UE or NW configuration, it may be suitable for the UE-side model case, and model at UE side is unawareness to NW. 

For Alt2, it seems NW control the follow-up LCM functions, NW make a suitable configuration for the UE based on reported applicability conditions by UE.

	Spreadtrum
	Alt-3
	It depends on LCM function (i.e., Management) is performed on which node. For UE-side model, if LCM is on UE-side, UE may be configured with applicable conditions and applies the associated actions. If LCM is on NW-side, NW needs to know the applicable conditions.

	Sharp
	Alt-3 (with comments)
	Alt1+Alt2 may be supported under different conditions, but Alt 4 may be considered. At this stage, all options can be considered. Since a similar discussion is on-going in RAN1, it may be too early to exclude any option(s). The outcome of RAN1 discussions on this topic needs to be considered as well.

	CATT
	Al-3
	Both Alt-1 and Alt-2 can work, for UE evaluation or for network evaluation, respectively. So all the three Alts can be preferred.

	AT&T
	Alt-3
	At this stage both Alt and Alt2 should be evaluated by RAN2 during the SI phase 

	China Unicom
	See the comments
	For Alt 1, it’s not clear what the configured actions are and why the NW cannot know the configured actions initially? We don’t support that if a UE can execute AI feature in some situation that NW doesn’t even know.

For Alt.2, NW should configured the so called “configured actions” to the UEs, the NW will know the most of thing (except conditions like the remained battery, which can be based on UE implementation), but the UE will not always get some important information and conditions, e.g. UE distribution.

For Alt.4, the NW should be responsible to control the conditions executing, it may happen that the gNB decide how and when to send the features with considering the conditions it knows. 

	Sony
	Alt -1 
	We are open to all but think alt-1 should be the starting point.

	Samsung 
	FFS
	As indicated by other companies, a similar discussion related to the alternatives is ongoing in RAN1. Therefore, we also prefer to wait for RAN1 conclusion. 



	Kyocera
	Alt-1
	We prefer ‘Alt1’ as the baseline, since we consider it an extension of the Legacy framework.  


Summary for Q3:

Rapporteur observation:

· Company views are diverse on procedure of how applicability condition works. It should be OK because this is first time RAN2 to discuss "applicability condition".

· Most companies support to study both Alt-1 and Alt-2 in study item phase.

· Some companies mentioned RAN1 was discussing similar issue and solutions right now. 

· One company proposed Alt-4, but only 2 companies agree. 

To make progress, Rapporteur think: 

· Both Alt-1/Alt-2 have RAN2 impacts (procedure/signaling). So, RAN2 need to further study them in SI phase. 

· It is no harm to have parallel study with RAN1 because different from RAN1, RAN2 should focus on procedure/signaling perspective. 

· Due to limited support, Alt-4 can be further discussed in company contribution driven manner.

Proposal 4: On procedure of how applicability condition works, RAN2 identify below 2 options for further study in SI:

· Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 

· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 
2.2.3 Detailed metric(s) of applicability conditions

According to company contribution in RAN2#123, there are below 3 views:

· Alt-1: RAN2 leave the specific applicability conditions design to RAN1.
· Alt-2: RAN2 can define applicability conditions in parallel to RAN1
· Alt-3: Postpone it to normative phase 
Table 3 provides a summary of company's proposals.

	
	Source
	Related proposals 

	Alt-1
	Apple
	Proposal 5: RAN2 wait for RAN1 progress on detailed applicability conditions design (e.g. applicability condition to UE-sided vs NW sided model) because the key issue is more related to AI/ML functionality rather than signaling design.  

	Alt-2: 
	OPPO
	Proposal 2: RAN2 is kindly asked to discuss which of the following model additional conditions should be aligned between UE and NW:

· Category1 info: UE state related info, e.g. UE speed;

· Category2 info: UE implementation related info, e.g. UE antenna shape;

· Category3 info: NW implementation related info, e.g. Tx port number;

· Category4 info: NW deployment related info, e.g. UMi/UMa/InH;

· Category5 info: NW configuration related info, e.g. carrier frequency;

· Category6 info: Model training related info, e.g. training dataset.

FFS1：How to protect vendor specific implementation privacy during such kind of additional conditions info alignment;

FFS2: what additional condition info is needed for each use case specific model.

	
	Intel
	Proposal 3: When management entity is located at NW side, the network can select/swich AI/ML model based on UE’s current speed.

	Alt-3
	Sharp
	Proposal 6: The details and granularity (e.g., power consumption, remaining computation capacity etc.) related to dynamic AI/ML capability information may be discussed in the normative phase.


Rapporteur would like to collect company view.
Q4: Do you prefer which alternative on how RAN2 specify applicability conditions in SI?

· Alt-1: RAN2 leave the specific applicability conditions design to RAN1.
· Alt-2: RAN2 can specify applicability conditions in parallel to RAN1. Please provide your proposed metric if you prefer this alternative.
· Alt-3: Postpone it to normative phase 

· Alt-4: RAN2 waits for RAN1 to conclude the study this meeting, and discusses this in October

	Company
	Preference 

(Alt-1/Alt-2/Al-3)
	Detailed comments

	Apple 
	Alt-1
	We think all 3 use cases (CSI, BM, positioning) are PHY procedure. Thus, the applicability condition design should be RAN1 led. If any feature is more related to MAC or upper layer procedure in the future (e.g. AI based mobility), RAN2 can design its applicability conditions.  

	OPPO
	Alt-4
	We think it’s impossible for RAN2 to conclude this without RAN1 input/guidance, although we can see some applicability conditions, e.g. channel scenarios, UE speed, clearly listed by RAN1 simulation agreements, RAN2 still needs to check these metrics one by one with RAN1 even per use case granularity, so the safer way is to wait one more meeting.

	Ericsson
	Alt-1
	For the time being, these specific conditions seem to be a RAN1 thing. We don’t see how RAN2 can work on these in parallel or define further conditions/requirements. This should come from other WGs. 

Hence, our proposal would be to follow what we’ve highlighted in Q2 and Q3.

	Xiaomi
	Alt-3
	More RAN1 input is needed. We don’t see the possibility for RAN2 to decide the condition in SI.

	LGE
	Alt-1
	Agree with Apple

	Intel
	Alt-1 + Alt-4
	Just to clarify that our proposal is not to define applicable conditions in RAN2. UE speed is an identified condition during RAN1 evaluation. On the other hand, at this stage, we can make some working assumptions for RAN2 impact based on RAN1 current progress and evaluation conclusion captured in the TR, e.g. UE speed, deployment scenario, etc.

However, we are fine to continue/update discussion in RAN2 after RAN1 conclude their SI, while the concern is we RAN2 may have very limited time if RAN1 delays their SI progress.

	Interdigital
	Alt-4
	Since this is the last meeting in RAN1 for the SI, we expect whatever additional input we will get from RAN1 in the SI phase will be available by the Oct meeting.

	Qualcomm
	Alt-1
	Agree with Apple.

	Huawei, HiSilicon
	Alt-4
	Firstly, we think at least Q3 depends on Q4.

Secondly, we share the same views as OPPO, and we think the details of applicability conditions are essential for other disucssions (i.e. other questions).

	CMCC
	Alt-1
	We think the applicability conditions should be designed in RAN1.

	Nokia, Nokia Shanghai Bell
	Alt-4
	Please see comments in Q3.

	Fujitsu
	Alt-4
	Considering the work scope and the ongoing discussion in RAN1, we prefer Alt-4. 

	ZTE
	Alt-4
	Agree with HW

	Lenovo
	Alt-1
	

	vivo
	Alt-1
	

	Mediatek
	Alt-1
	It’s quite use case specific and relies on the performance evaluation, which should be discussed in RAN1.

	TCL
	Alt-4
	More RAN1 input is needed, RAN2 is unable to specify the applicability conditions.  

	Spreadtrum
	Alt-1
	

	Sharp
	Alt 3 (with comments)
	But also, fine with Alt-4 if most companies prefer that

	CATT
	Alt-1
	Agree with Apple and Ericsson.

	AT&T
	Alt-1/Alt-4
	We think it will be very difficult for RAN2 to define conditions in parallel to RAN1. Based on RAN1 progress in the SI, RAN2 can send an LS to RAN1 if there are any RAN2-specific concerns about the RAN1 agreements on this issue.

	China Unicom
	Alt 1 or Alt 3
	If Ran1 can decide, RAN2 can align with Ran1’s agreements, or else it can be left in normative work when considering only 3 meetings left for discussion on this SI.

	Sony
	Alt-1/4
	

	Samsung 
	Alt-4
	Refer to answer to Q3.

	Kyocera
	Alt-4 with comment
	Furthermore, we think RAN2 should confirm whether the 'applicability conditions' include dynamic information on the UE side or not.


Summary for Q4:

· 14/24 company support Alt-1

· 12/24 company support Alt-4

· However, it is hard to say whether RAN1 will finalize this study in this meeting. It is likely Rel-18 AI to postpone its completion. 


To make progress, Rapporteur think a way forward to include both Alt-1 and Alt-4 is: RAN2 wait RAN1 concrete conclusion on metrics of applicability conditions, and may study whether any RAN2 impact case by case.  

Proposal 5 (23/24): RAN2 may study whether any RAN2 impact case by case only after RAN1 made concrete conclusion on metrics of applicability conditions.  
2.2.4 Signaling framework of applicability reporting

In RAN2#123, there are a lot of proposals on signaling framework of applicability reporting, although it is not clear whether the UE reporting mechanism is supported (as discussed in Q3). Given the situation, Rapporteur will try to make progress based on company proposals. 

According to company contribution in RAN2#123, there are basically below 2 alternatives:

· Alt-1: enhance legacy UE capability framework (i.e. UECapabilityEnquiry/UECapabilityInformation, LPP)

· Alt-2: enhance existing signaling framework of NeedForGap and/or UAI

Table 4 provides a summary of company's proposals.

	
	Source
	Related proposals 

	Alt-1
	Spreadtrum Communications
	Proposal 3: Dynamic UE capability can also be reported via RRC signaling and/or LPP message for AIML model/functionality

	
	InterDigital
	Proposal 4: RAN to consider model applicability when studying enhancements to RRC and LPP capability frameworks.

	Alt-2: 
	OPPO
	Proposal 4: UAI message is one candidate to report model additional conditions, other signaling is still not precluded.

Proposal 7: UAI message is considered as a starting point to report dynamic UE capability.

	
	Intel
	Proposal 7: For two-sided model or UE-sided model where model is transferred from network to the UE, UE reports its static hardware capability (e.g. maximum model size, maximum battery capacity, supported model structure, etc) via existing UE capability reporting procedure and dynamic hardware capability (e.g. current battery status, current memory) via UE assistance information as AI/ML related capability to the network.

	
	Apple
	Proposal 3: Use needForGap reporting framework as a starting point for applicability conditions (e.g. scenarios/sites/datasets) reporting. If the UE indicate the configuration/scenario/site is NOT supported in RRCReconfigurationComplete message, NW should not configure the corresponding AI functionality/model. 

Proposal 4: Use UAI framework as a starting point to feedback additional UE preference due to temporary model un-availability such as memory, battery and potential other limitations etc.

	
	Qualcomm
	Proposal 6: UE can use existing procedures (e.g., UE assistance information, NeedForGap framework) to indicate applicable functionalities / additional conditions, such that an appropriate functionality can be activated among the applicable functionalities.

	
	Huawei
	Proposal 4: For report of updates of functionality or applicability of functionality, if needed, the UE reported information can be considered as additional assistance information, and existing mechanism can be re-used, e.g. UAI.

	
	ZTE
	Proposal 2: For UE sided model and UE part of two sided model regarding the functionality indentification, RAN2 assume two-step conditions reporting is applied, whereas UE capability reporting is considered as the first step, one real-time report framework (e.g. UAI) is considered as the second step.

	
	TCL
	Proposal 11: For dynamic AI/ML capability reporting, UAI mechanism can be taken as a starting point.

	
	Ericsson
	Proposal 4 RAN2 to consider using UE Assistance Information based solutions to indicate needs or updates regarding the applicability of AIML models and functionalities. Prioritize reactive approaches that do not show dependency on other WGs’ discussions.

Proposal 5 RAN2 to consider using RRC Complete (and related) embedded messages (e.g., similar to NeedForGaps) to indicate needs or updates regarding the applicability of AIML models and functionalities in a given situation/context/scenario.

	
	CMCC
	Proposal 5: RAN2 can consider to use UAI framework and needForGap reporting framework as starting point for further discussion on applicability conditions (e.g. scenarios, sites, and datasets)  reporting/updating.


Rapporteur would like to collect company view.
Q5: Do you prefer which alternative on signaling framework of applicability conditions reporting?

· Alt-1: enhance legacy UE capability framework (i.e. UECapabilityEnquiry/UECapabilityInformation, LPP)

· Alt-2: enhance existing signaling to report applicable conditions when they are available at the UE

 (e.g as annex to the capability report, to the reconfiguration complete or to the UAI)

	Company
	Preference 

(Alt-1/Alt-2)
	Detailed comments

	Apple
	Alt-2
	Legacy UE capability framework is target for static UE capability reporting. Thus, the UE's capability information generally doesn't update unless significant changes (e.g., new air interface technology is deployed or when the UE has a major software / hardware upgrade). However, the applicability conditions (e.g. scenarios/sites/datasets) may be updated frequently because the UE may move and radio channel condition may change dynamically.

In addition, for scenarios/sites specific model, the UE side might train the models based on privacy related information such as location. For configuration specific model, such as the assisted information in data collection which helps categorizing the dataset for training, the UE might train one model per category of dataset, or one model for multiple datasets. Using the capability inquiry and response procedure to indicate the AI model capability for that information can be high overhead, sometimes impossible due to privacy and proprietary implementation information.

For NeedForGap vs UAI, we think it can be further discussed:

· The applicability condition is more like a UE's temporary capability rather than UE's preference. Thus, NeedForGap is more suitable from this perspective.  

· Another issue of UAI is that NW may ignore the UE's reporting in UAI as specified in TS 38.300. 

· Issue of needForGap is that UE can only report it after NW send RRCReconfiguration message. 

Thus, we think further analysis is needed, and can keep both options on the table for now. 

	OPPO
	Alt-2
	As clarified in Q1, UE may update the available model applied info anywhere and anytime, a static UE capability signaling is not designed to report such kind of frequently changed info, so Alt-2 is needed. 

	Ericsson
	Alt-2
	As we have stressed already, the UE capability reporting framework isn’t meant to indicate dynamic UE capabilities. For which we cannot consider this as candidate framework/method to signal a changing support of functionalities or models linked to conditions/scenarios/etc... 

Note that with regards to Alt-2, RAN2 should for the time being, draw inspiration from existing frameworks e.g., UAI and NeedForGaps, but for the time being, we don’t think we should agree to enhance or extend these.
That is something we should do in a potential WI phase. 
Additionally, and for completeness, we propose the following rewording for Alt-2:

"Alt-2: enhance existing signaling to report UE updates on; a) the applicability of functionalities/models and/or, b) configuration notifications. This depends on the outcome of Q3."



	Xiaomi
	Too early to decide
	The relationship between condition and capability is unclear. If the applicability condition associated with a AI model is static, the condition can be reported along with supported AI model via capability reporting. Otherwise, capability signaling is not appropriate. Furthermore, other signaling can be considered, e.g. measurement report signaling.

	LGE 
	Alt-2
	Since the legacy UE capability procedure is to exchange static capabilities, we support the Alt-2 for reporting dynamic capabilities. 

From our understanding, NeedForGap-like can be suitable for proactive functionality configuration, and UAI can be suitable for reactive functionality configuration. 

	Intel
	Alt-2
	As discussed in Q1, the applicable conditions may include:

1)
certain scenarios (e.g. channel model, UE distribution, UE mobility levels, carrier frequencies, etc).

2)
certain configurations (e.g. UE/gNB config, bandwidths, antenna port layouts)

3)
certain sites

4)
UE’s internal conditions such as memory, battery, and other hardware limitations

Those conditions may be changeable at the UE-side.

Existing UE capability is only a one-time reporting, which is suitable for network to know the static UE capability at the beginning of UE integration. However, for dynamic UE capabilities, it would be good to enhance UAI or needforGap to indicate the assistance information to NW. 

	Interdigital
	Alt-2
	Our understanding is the same as that of Apple (i.e., the current capability framework is suitable/designed for static capabilities). Thus, there is a need for dynamic capability reporting that considers AIML functionality/model applicability conditions. 

However, it is too early to discuss the exact way to do the dynamic reporting (e.g., whether it is UAI or needForGaps like info in reconfiguration complete, etc.,), before we know the details of the applicability conditions/metrics (as discussed in Q4).

	Qualcomm
	Alt-2
	Alternative 2 is a superset of Alternative 1. The appropriate time to report the applicable conditions can be left to the normative phase to decide per feature.
We want to note that the analogy for NeedForGap is not correct. The gaps needed for measurements depend on the RF configuration and the UE implementation which cannot be reported in the UE capabilities. So the needforgap is sent after receiving the RRC (re)configuration. However, for AI/ML, the UE would know and can inform the network the applicable conditions before the RRC (re)configuration.

As such, we don’t agree with Ericsson’s rewording as it is assuming the reuse of the needforgap framework (configuration triggered notification). We’re fine leaving these details for stage 3 though.

	Huawei, HiSilicon
	Alt-2, but comments
	This question is about “on signaling framework of applicability conditions reporting”, and how the applicability conditions change is unclear to us. As mentioned by some companies, the conditions may change frequently, and we think this can be firstly discussed.
In our understanding, RAN1 has mentioned that the UE may report updates of functionality/applicability of functionality, then we have the following proposal in our paper:

For report of updates of functionality or applicability of functionality, if needed, the UE reported information can be considered as additional assistance information, and existing mechanism can be re-used, e.g. UAI.
From RAN2 point of view, we suggest to use “for the UE reported information” instead of “to report applicable conditions” as it is general, and details can be discussed later (e.g. the updates of functionality, or applicability conditions).

	CMCC
	Alt-2
	We agree with other companies that the applicable conditions discussed in Q2 may be changeable at UE side, so the legacy UE capability reporting which reports static UE capability is not suitable. The enhancements can be left for stage 3.

	Nokia, Nokia Shanghai Bell
	Alt-2
	Please add consideration of enhancements to LPP, e.g., to LPP Request/Provide Location Information to signal “applicability conditions”. Do not consider enhancements to RRC and LPP capability exchange procedure to support the signaling of “applicability conditions”.

	Fujitsu
	Alt-2
	Agree on the analysis given by other companies about the static and dynamic capability reporting.

	ZTE
	Alt-2 but comments
	In our understanding, the applicable conditions are still not clear to us. And as we comment in Q2, firstly, the applicable conditions reporting may have different requirements for different LCM types or different LCM purposes, and secondly, the applicable conditions in RAN1 have not yet discussed crystal clearly. In this sense, we need to be careful to make a decision for now. So we suggest to add some soft wording when we make RAN2 agreements regarding this question.



	Lenovo
	Alt-2
	

	vivo
	Alt-2
	The applicability condition may change frequently and should utilize flexible solution, e.g., UAI, rather than UE capability.

	Mediatek
	Too early to decide
	We need to have comprehensive understanding about the term 'conditions', by considering its definition, usage, objectives, frequency of updates, and the problems it is intended to solve, among other aspects. Once we've clarified these elements, we can identify an appropriate solution. 

	TCL
	Alt-2
	For reporting the applicable conditions, Alt2, a dynamic manner, seems like more suitable, since the applicable conditions will change time to time. However, which kinds of applicable conditions need to be reported to the Network is FFS.

	Spreadrum
	Alt-2
	We think Rapporteur may have some misunderstandings for our proposals. Indeed, we support to use the existing frameworks to indicate NW the static UE capability. And we support Alt-2 solution to report UE dynamic info, using RRC signaling(including UAI) and/or LPP message.

	Sharp
	Alt-2, Alt-1(with comments) 
	We share the same understanding as Apple and interdigital, (i.e., the current UE capability framework is suitable for static capability reporting and that the UE does not usually update or frequently report the UE's capability information unless it observes significant changes in RAT configuration and/or Software/Hardware etc.).  Thus, if RAN2 decides to consider Alt-1, UE capability reporting procedure may be enhanced to support dynamic capability reporting. Although Alt-1 may potentially have relatively larger spec. impact.

Since the details regarding applicability conditions/metrics are still being discussed it may be too early to discuss the exact procedure.

Therefore, we would like to consider both options (Alt-1 and Alt-2 (with UAI and needForGaps like info in RRC message.).

Both alternatives require some enhancements to be introduced, which alternative has least effort, feasible and spec impact needs to be studied and discussed.



	CATT
	Alt-2
	The existing UE capability acquisition procedure can be used to carry static UE capability, but the dynamic UE capability reporting can use other way, e.g. UAI.

	AT&T
	Study both options
	Until it is clear whether conditions may be indicated only statically or dynamically, the benefits of a specific approach will be hard to determine. However, RAN2 could certainly evaluate both options during the SI.

	China Unicom
	Alt 2 with comments
	We share the same view with Spreadrum. We support to use the static UE capability framework, but we can use flexible UE conditions to enable the features.

	Sony
	Study both
	It seems a bit early to conclude

	Samsung 
	Alt-2
	We agree with Ericsson view and proposal on the following rewarding of Alt-2:

"Alt-2: enhance existing signaling to report UE updates on; a) the applicability of functionalities/models and/or, b) configuration notifications. This depends on the outcome of Q3."



	Kyocera
	Alt-1
	We believe we should slightly enhance the legacy UE capability, since we think RAN2 should discuss whether/how to reuse the existing signalling framework.  

Furthermore, we think ‘applicability condition’ should not include dynamic information, so we don’t prefer to use ‘Alt-2'.


Summary for Q5:

· 21/24 company support Alt-2

· 2/24 company think "Too early to decide"
· 3/24 company support to study both Alt-1 and Alt-2

To make progress, Rapporteur think RAN2 can agree Alt-2 as baseline signalling of applicability conditions reporting.  

Proposal 6 (21/24): Because applicability conditions may update frequently, enhance existing signaling to report them to the NW when they are available at the UE (e.g. as annex to the capability report, to the reconfiguration complete or to the UAI).

2.2.5 Other proposals 

In table 5, Rapporteur provide a summary of other company proposals and Rapporteur's reason why they are not discussed in this offline.

	Source
	Proposals 
	Rapporteur note on why they are not discussed in this offline discussion

	OPPO
	Proposal8: Model ID can be reported in the UE capability signaling.
	It has been agreed in RAN1#113

	CATT
	Proposal 5: For support of AI/ML-based approach at UE, the following UE capabilities can be considered as optional:

- Capability of online training;

- Capability of implementing transferred AI/ML model;

- Dynamic capability of supported model/functionality type.

Proposal 6: The storage/UE computation resources which may change frequently should not be indicated by the UE capability procedure.
	They are details of AI/ML-enabled Feature/FG. At this stage, we should focus on stage 2 discussion.

	Sharp
	Proposal 3: RAN2 to study the AI/ML capability information exchange considering generic and/or target (sub) use-case or functionality between the UE and the network to facilitate AI/ML model or functionality-based LCM procedures and model delivery.
	They are details of AI/ML-enabled Feature/FG. At this stage, we should focus on stage 2 discussion.

	Intel
	Proposal 5: If model transfer/delivery is needed, predicted UE speed at the finishing time of model transfer/delivery is considered for model selection based on UE speed. 

Proposal 5.a: No specification impact if UE predicted speed is inferenced at gNB-side.

Proposal 5.b: UE to report predicted UE speed to gNB, if UE speed is inferenced at UE-side.
	They are detailed mechanism of applicability condition reporting. It can be discussed only after Q3 and Q4 are concluded. 

	MTK
	Proposal 1: RAN2 assumes that categorizing or assistance information related to RAN configurations, conditions, scenarios is associated with datasets with distinct characteristics and made available to the entities that collect and store the dataset. 

Proposal 2: RAN2 assumes that the configurations, scenarios and sites associated with the dataset for model training and the dataset that showed verified generalization performance can be perceived as part of the meta-information of the AI/ML model.

Proposal 3: RAN2 assumes that entities initiating the reactive model transfer/delivery procedure are aware of the radio access network configurations, conditions, and scenarios related to the AI/ML model/functionality.

Proposal 4: RAN2 assumes that the entities overseeing model monitoring, as well as model activation, deactivation, selection, or switching, are aware of the RAN configurations, conditions, and scenarios associated with the AI/ML model or functionality.
	For P1/P2, dataset related discussion is better to be treated in AI of data collection.

For P3/P4, it can be discussed after Q3 can be concluded. 



	Qualcomm
	Proposal 1: RAN2 should discuss whether/how the network indicates required additional conditions (e.g., scenarios, site, datasets) for determining the applicable functionalities.

Proposal 4: RAN2 should discuss how to handle applicability functionality indication, during handovers,

- Option 1.1: applicable functionality / additional conditions information is provided to the network after the successful handover.

- Option 1.2: applicable functionality / additional conditions information is provided to the network before the handover preparation for assisting functionality configuration.  

Proposal 5: For option 2, the network can provide the functionality configuration based on identified functionality information reported in the UE capability information. 

Proposal 11: The UE reports the supported models using model IDs.
	For P1/P4/P5, they are detailed mechanism of applicability condition reporting. They can be discussed after Q3/P5 are concluded. 

For P11, it was agreed in RAN1#113.

	ATT
	Proposal 1: For AI/ML-enabled features/FGs indicated by capability signaling, meta info can be provided for functionality-based LCM functions including model transfer/delivery, activation/deactivation, multi-vendor two-sided model pairing, model-specific performance monitoring, and testing and calibration performed by a network operator. 

Proposal 2: Meta info should include applicable conditions for model activation/deactivation, model identification (optionally) associated with one or multiple model IDs, and model-specific performance monitoring criteria.

Proposal 3: The applicable conditions for activation/deactivation and performance monitoring may include site-specific criteria as well as associated NW/UE configurations or capabilities.
	On P1/P2, meta info is not included in this offline discussion. 

On P3, it is detailed application condition proposal. It can be discussed after Q4 is concluded. 

	Samsung
	Proposal 2: RAN2 to introduce UE measurement capability reporting between the UE and network.

Proposal 3: RAN2 to discuss whether UE measurement capability is reported as a coarse categorisation or a finer categorisation or have both options to be selected, as per the requirements of the AI/ML model.  
	Measurement related capability is detailed UE Feature/FG proposal.


3 Conclusion
Based on company input, Rapporteur have below proposals.

Proposals with majority view:

Proposal 1 (24/24): The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 

· For positioning use case, it is indicated in positioning capability in LPP.

Proposal 2 (23/24): RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.

Proposal 5 (23/24): RAN2 may study whether any RAN2 impact case by case only after RAN1 made concrete conclusion on metrics of applicability conditions.  
Proposal 6 (21/24): Because applicability conditions may update frequently, enhance existing signaling to report them to the NW when they are available at the UE (e.g. as annex to the capability report, to the reconfiguration complete or to the UAI).

Proposals with some harmonization
Proposal 3: To facilitate discussion on procedure and signaling, RAN2 assumes that “applicability conditions” means one AI/ML functionality/model is applicable under certain conditions (e.g. configurations / scenarios / datasets). 

Proposal 3a: RAN2 to discuss mapping of RAN1 concepts ("Conditions", "Additional Conditions", "Identified Functionalities") to RAN2 signaling concepts in contribution driven manner at the next meeting.

Proposal 4: On procedure of how applicability condition works, RAN2 identify below 2 options for further study in SI:

· Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 

· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 
4 Appendix (RAN1 considered applicability conditions) 

Below collection of RAN1 discussion notes is from MediaTek contribution R2-2308150.

	CSI Feedback Enhancement

In order to study the verification of generalization, the following aspects are encouraged to be reported:

· The configuration(s)/scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios

· The configuration(s)/scenario(s) for testing/inference

· The detailed list of configuration(s) and/or scenario(s)
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then 

the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Note: Companies to report the ratio for dataset mixing

· Note: number of the multiple scenarios/configurations can be larger than two

To verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects:

· Various deployment scenarios (e.g., UMa, UMi, InH)

· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)

· Various carrier frequencies (e.g., 2GHz, 3.5GHz)

· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.

· Companies to report the selected scenarios for generalization verification

To verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects:
· Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)

· Various sizes of CSI feedback payloads, FFS candidate payload number

· Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)

· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h, etc.) for CSI prediction sub use case
· Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.

· Companies to report the selected configurations for generalization verification
· Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc
Beam Management

In the context of model generalization, scenarios may mean various deployment scenarios, various outdoor/indoor UE distributions, various UE mobility assumptions. Similarly, configurations may mean various UE parameters, various gNB settings, Various Set B of beam(pairs). The selected scenarios/configurations for generalization verification may consider the AI model inference node (e.g., @UE or @gNB) and use case (e.g., BM-Case1, or BM-Case2). Specifically, conside the following:

· Scenarios:

· Various deployment scenarios, e.g., UMa, UMi and others; e.g., 200m ISD or 500m ISD and others; e.g., same deployment, different cells with different configuration/assumption; e.g., gNB height and UE height; 

· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others

· Various UE mobility, e.g., 3km/h, 30km/h, 60km/h and others

· Configurations (parameters and settings):

· Various UE parameters, e.g., number of UE Rx beams (including number of panels and UE antenna array dimensions)

· Various gNB settings, e.g., DL Tx beam codebook (including various Set A of beam(pairs) and gNB antenna array dimensions)

· Various Set B of beam (pairs)

· T1 for measurement /T2 for prediction for BM-Case2

· Other scenarios/configurations(parameters and settings) are not precluded and can be reported

Companies to report the selected scenarios/configurations for generalization verification. Note: other approaches for achieving good generalization performance for AI/ML-based schemes are not precluded.
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:

· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A

· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B

· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Notes: Companies to report the ratio for dataset mixing. Number of the multiple scenarios/configurations can be larger than two. 

· The following case for generalization verification, can be optionally considered by companies: 

· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

· Companies to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
Positioning Accuracy Enhancement

To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:

· Different drops: Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.

· Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});

· Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;

· UE/gNB RX and TX timing error: The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).
· InF scenarios, e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)

· If an InF scenario different from InF-DH is evaluated for the model generalization capability, the selected parameters (e.g., clutter parameters) are compliant with TR 38.901 Table 7.2-4 (Evaluation parameters for InF). Note: In TR 38.857 Table 6.1-1 (Parameters common to InF scenarios), InF-SH scenario uses the clutter parameter {20%, 2m, 10m} which is compliant with TR 38.901. 

· Other aspects are not excluded.

Companies can evaluate the impact of at least the following issues related to measurements on the positioning accuracy of the AI/ML model. The simulation assumptions reflecting these issues are up to companies.

· SNR mismatch (i.e., SNR when training data are collected is different from SNR when model inference is performed).

· Time varying changes (e.g., mobility of clutter objects in the environment)
· Channel estimation error
For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching is necessary.


Another solution is to report the condition fulfillment, similar as AX event. The condition can be configured by NW.


Another solution is to report the condition fulfillment, similar as AX event. The condition can be configured by NW.


We propose to modify to what is written in the TR, i.e.,:��"to report UE updates on the applicability of functionalities and/or models"


And since this also depend on the outcome of Q3, we thus propose the following rewording for Alt-2:





"Alt-2: enhance existing signaling to report UE updates on; a) the applicability of functionalities/models and/or, b) configuration notifications. This depends on the outcome of Q3."





