

3GPP TSG RAN2#123  	                                                 R2-2308838                                                                                                                                                 
Toulouse, France, Aug 21st – May 25th, 2023
Agenda item:	7.16.2.3
Title:	Further Discussion on Model Transfer/Delivery for AI/ML
Source:	ZTE Corporation, Sanechips
Document for:	Discussion and Decision
Introduction
[bookmark: _GoBack]In RAN2#121 meeting, RAN2 have concluded 7 candidates of solutions for model transfer/delivery alternatives in [1], and also have a preliminary conclusion what use cases the candidates solutions can be used for.
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analysis.

Meanwhile, one post-email discussion [1] regarding the functionality mapping is ongoing, it is believed that the outcome of functionality mapping discussion can facilitate the study of model transfer/delivery. In this contribution, we will analyze the model transfer in combination of the post-email discussion and share our views about the futher model transfer/delivery study in RAN2.

Discussion 
Solution 1a/1b
Solution 1a/1b is the solution for the model transfer between UE and gNB, and in the post-email discussion [1], the model transfer between UE and gNB is at least needed for type 1 training of CSI feedback enhancement.
Solution 1a
Regarding solution 1a, the UL/DL RRC message is intuitively used for model transfer between UE and gNB, however, the data bearer capability for one RRC message is quite limited, for example, the maximum size of DL RRC Message 360Kb while the maximum size of UL RRC message is 1152Kb. The limited RRC message size is the main shortage for model transfer but the advantage is the current RRC signaling transmission framework is mature which is the only path terminated between UE and gNB. In this sense, for dealing with the limitation of maximum size for one RRC message. we suggest to discuss the extension of maximum size of DL/UL RRC message, that is, to increase the number of segments for both DL and UL RRC message. How many segments should be extended to is relying on the popular model size which should be determined by RAN1. 
[bookmark: _Toc142516168]For solution 1a, RAN2 assume the number of segments for UL/DL RRC message should be increased by taking the popular model size for each sub-use case in consideration.
In addition, the model transfer may occupy the radio bearer for a long time which may delay other important RRC message transmission if the model transfer and some RRC message share a bearer. Hence
[bookmark: _Toc142516169]For solution 1a, RAN2 assume a new SRB would be introduced for model transfer between UE and gNB.
Solution 1b
Regarding solution 1b, there is no any UP tunnel terminated between UE and gNB so far as now. Generally speaking, if the UP solution is supported, we have two directions:
· Option 1: Change the current protocol stack to introduce a UP tunnel terminated between UE and gNB.
· Option 2: Utilize the UP path between UE and CN, then CN forward the data to gNB/UE
In option 1, the protocol stack change may bring the huge workload in the remaining SI stage as well as WI stage. It is not a good idea to have some kind of protocol stack change by the end of NR.
In option 2, Our concern is that the signaling overhead caused by the UP data of model transfer, that is, the AI model shall be transferred to UPF and then forwarded to gNB via AMF, vise versa. It literally need SA2 to confirm the feasibility. Considering SA2 does not get involved in SI stage and RAN2 is not able to evaluate such option, not mention to give out a description to describe how to implement this option.
In summation, either option described above seems not workable in SI stage, in this sense, we propose: 
[bookmark: _Toc142516170]In NR, the model transfer/delivery between UE and gNB via UP data is not supported.

Solution 2a/2b
According to the table at the beginning of the contribution, the model transfer/delivery between UE and CN is applied for the case of AI based CSI feedback and BM, and according to the post-email discussion [1], majority companies think the CN is not a logical entity that is mapping to the model training of AI based CSI feedback and BM while minority companies still believe it can be, then issue is left with FFS, and correspondingly, the model transfer between UE and CN is left with FFS as well. 
[bookmark: _Toc142516167] It is FFS that CN is a logical entity mapping to the model training as well as model transfer between UE and CN.
Hence the solution 2a/2b shall be pending until the conclusion of the FFS in observation 1 can be concluded.
[bookmark: _Toc142516171] the model transfer/delivery between UE and CN is deprioritized until the conclusion about the CN mapping to model training of AI based CSI/BM is reached. 

Solution 3a/3b
Regarding the solution 3a/3b, according to [1], it is applied for the case 1 and case 2a of AI based positioning, if applicable. 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
Solution 3a
Solution 3a is model transfer between UE and LMF via LPP signaling, and the current LPP signaling framework is mature to be used, and considering sequence number is included in the LPP message, the size of AI model is no longer a big issue (note：The LPP message can support up to 18.432Mb without segmentation). And the LPP signaling is a kind of guaranteed transmission (e.g. ACK mechanism is supported for the data loss). In this sense, RAN2 can confirm the model transfer between UE and LMF via LPP signaling is supposed to be workable, and leave the detail discussion to SA2 in WI stage.
[bookmark: _Toc142516172][bookmark: _Hlk142516166]RAN 2 assume the model transfer between UE and LMF via LPP signalling, if applicable, is supposed to be workable, and leave the detail discussion to SA2 in WI stage.


Solution 3b
According to the current TS 23.273, the UP connection between UE and LMF has been supported, the general description is shown as below:
	[bookmark: _Toc138251296]6.18.0	 General
Clause 6.18 describes the management of the user plane connection between UE and LMF. LMF or UE may trigger the establishment of the user plane connection.
UE and LMF may maintain the established user plane connection. LMF may modify or terminate the established user plane connection between UE and LMF.
Precondition:
The LMF can send its user plane information (i.e. IP address or FQDN) to the UE via a DL NAS TRANSPORT message of the AMF. If LMF sends its FQDN to the UE, a DNS server/resolver is used to resolve the IP address of LMF (e.g. EASDF or local DNS for local LMF address resolution). UE uses URSP which includes user plane positioning related PDU session parameters (e.g. a dedicated DNN and S-NSSAI) to establish a PDU session used for user plane positioning. SMF should select a PSA UPF (located in central site or local site) connecting with the LMF for this PDU session, based on S-NSSAI, DNN and UE location information, etc.


The above description has demonstrated the UP connection has been supported for the UP data transmission between UE and LMF. RAN2 can confirm it in the TR if model transfer between UE and LMF is applicable, and leave the detail work to SA2 in the WI stage. 
[bookmark: _Toc142516173]RAN 2 assumes the model transfer between UE and LMF via UP data, if applicable, is supposed to be workable, and leave the detail discussion to SA2 in WI stage.

Solution 4
Regarding the solution 4, the OAM is added into the solution in the RAN2#121 meeting, but the contents in the bracket is still that the transparent to 3GPP. After we evaluation, the model transfer/delivery cannot be totally transparent to 3GPP. There are some reasons as below:
1) Model transfer between UE and OAM is under the control of the NW.
2) OAM is a device that is studied in SA5 which cannot be considered as transparent to 3GPP.
With above listed reason, it is hard to say it is transparent to 3GPP if the OAM is an endpoint of the model transfer, therefore, we suggest to split the case solution 4 to solution 4a and solution 4b.
[bookmark: _Toc142516174]Split the solution 4 to solution 4a and 4b:
· [bookmark: _Toc142516175]Solution 4a: Server (e.g. OTT server) can transfer/deliver model(s) to UE. (e.g. transparent to 3GPP)
· [bookmark: _Toc142516176]Solution 4b: OAM can transfer/deliver the models to UE.

Conclusion
In this contribution, we provide our further views on the identified issues for general aspects of common AI/ML framework. We have the following observations and proposals:
Observation 1:	It is FFS that CN is a logical entity mapping to the model training as well as model transfer between UE and CN.

Proposal 1:	For solution 1a, RAN2 assume the number of segments for UL/DL RRC message should be increased by considering the popular model size for each sub-use case.
Proposal 2:	For solution 1a, RAN2 assume a new SRB would be introduced for model transfer between UE and gNB.
Proposal 3:	In NR, the model transfer/delivery between UE and gNB via UP data is not supported.
Proposal 4:	the model transfer/delivery between UE and CN is deprioritized until the conclusion about the CN mapping to model training of AI based CSI/BM is reached.
Proposal 5:	RAN 2 assume the model transfer between UE and LMF via LPP signalling, if applicable, is supposed to be workable, and leave the detail discussion to SA2 in WI stage.
Proposal 6:	RAN 2 assumes the model transfer between UE and LMF via UP data, if applicable, is supposed to be workable, and leave the detail discussion to SA2 in WI stage.
Proposal 7:	Split the solution 4 to solution 4a and 4b:
-	Solution 4a: Server (e.g. OTT server) can transfer/deliver model(s) to UE. (e.g. transparent to 3GPP)
-	Solution 4b: OAM can transfer/deliver the models to UE.
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