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1. Introduction
Capability reporting is generally addressed towards the end of a work item. Since the UE’s AI/ML capability may be a function of dynamic parameters such as UE computation resources and storage, a one-time capability reporting may not be sufficient for AI/ML. In this contribution, we consider the potential impacts to RRC and LPP UE capabilities.
	7.16.2.1 Architecture and General

Discussion on Model ID is postponed. Based on RAN1 progress, Can discuss the AIML algorithm dependency on locality (e.g. cell specific), UE-side AIML dependency on gNB configuration etc, dependency on other aspects such as UE speed, Network-side AIML dependency to be UE specific etc, and the related procedure impacts. Can discuss the expected impacts for Network Side-algorithms. 
UE Cap: On a high level, Identify potential impacts to RRC and LPP UE capabilities or equivalent functionality if any.
Progress the logical arch (if needed). 

Mapping of Functionality to entities, general aspects.

Including [Post122][060][AIML] Mapping of functions to physical entities (CMCC)


2. Discussion
2.1. UE capability framework
UE capability framework is generally discussed during the normative phase. In the case of AI/ML however, since capability is dynamic (vs semi-static as in legacy), we think it is relevant to discuss capability during the study item phase.

Capability indication will involve the UE indicating its AI/ML related capability to the relevant nodes, gNB in the case of CSI and beam management and LMF in the case of positioning. 
	Use case
	Capability indication

	CSI compression
	UE indicates its AI/ML related capability for CSI compression to the gNB.

	Beam Management
	UE indicates its AI/ML related capability for Beam management to the gNB.

	Positioning
	UE indicates its AI/ML related capability for Positioning to the LMF.


Table 1: Capability indication
Proposal 1: 
For the CSI compression and beam management use cases, RAN2 to consider the UE indicating its AI/ML-related capability to the gNB.
Proposal 2: 
For the positioning use case, RAN2 to consider the UE indicating its AI/ML-related capability to the LMF.
Capability reporting is generally done in a semi-static way. Since the UE’s AI/ML capability may be a function of dynamic parameters such as UE computation resources and storage, a one-time capability reporting may not be sufficient for AI/ML. RAN1#112 [1] has agreed that for functionality identification, UE capability reporting will be considered as a starting point. 

	Agreement

For UE-side models and UE-part of two-sided models:

· For AI/ML functionality identification

· Reuse legacy 3GPP framework of Features as a starting point for discussion.

· UE indicates supported functionalities/functionality for a given sub-use-case.

· UE capability reporting is taken as starting point


Since the current RRC and LPP capability frameworks do not include any AI/ML specific indication, some enhancements are needed to both frameworks. As baseline, RAN2 can start with the RRC and LPP capability frameworks and as part of the study consider whether dynamic capability reporting is needed for AI/ML.
Proposal 3: 
RAN2 to study enhancements to RRC and LPP capability frameworks. FFS if dynamic capability reporting (as a result of changing computational resources and storage availability at the UE) is needed for AI/ML.
UE reporting whether or not it is AI/ML capable may be sufficient in cases where AI/ML capability only applies to one functionality/feature. However, a simple capability indication does not provide information on the functionality/feature where the capability is applicable. Capability indication may need to include information on the applicable functionality/feature. Applicability may refer to parameters such as the relevant (sub)functionality and (sub)features, where the model is trained, where the model is used, etc.
Proposal 4: 
RAN to consider model applicability when studying enhancements to RRC and LPP capability frameworks.
2.1.1. RRC capability framework

The UE can report its capabilities to the gNB via the UE capability Information message in RRC, in response to the UE Capability enquiry from the network. 
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RAN1#112 [1] has agreed that for functionality identification, UE capability reporting will be considered as a starting point. 
	Agreement

For UE-side models and UE-part of two-sided models:

· For AI/ML functionality identification

· Reuse legacy 3GPP framework of Features as a starting point for discussion.

· UE indicates supported functionalities/functionality for a given sub-use-case.

· UE capability reporting is taken as starting point


Since the current RRC capability framework does not include any AI/ML specific indication, some enhancements are needed to the RRC capability framework. 
Proposal 5: 
RAN2 to study enhancements to UECapabilityInformation message to include AI/ML capability.
The list of UE capabilities gets longer with every release. When the set of features that the UE has to report on gets too large, this may result in the UE failing to generate the UECapabilityInformation message in the right structure. It may also result in the network failing to properly decode the lengthy capability indication from the UE. As a workaround, RRC message segmentation can be enabled if the encoded RRC message is larger than the maximum supported size of a PDCP SDU (> 9000 bytes for NR) based on reception of the rrc-SegAllowed field. Segmentation is performed in the RRC layer using a separate RRC PDU to carry each segment and the receiver can reassemble the segments to form the complete RRC message. Whether there are any restrictions w.r.t. the maximum number of segments supported by the legacy system and whether the current segmentation procedure is applicable to AI/ML capability reporting must be studied. 
Proposal 6: 
RAN2 to discuss RRC message segmentation for AI/ML capability reporting where the capability content may get large.
The network may not want to get all the possible UE capability information from the UE since the complete list of UE capabilities may be too long and involve high signalling overhead. It can restrict the amount of UE capability information by sending specific requirements in the UE Capability Enquiry. Similarly for AI/ML, the list of UE capabilities has the potential to explode since AI/ML capability can be reported per feature/sub-feature and can be a function of UE computation resources and storage capabilities. The network may request for a subset of the AI/ML capabilities of the UE (e.g., AI/ML capability for a specific feature) to restrict the list of AI/ML capabilities reported by the UE. 
Proposal 7: 
UE reporting AI/ML capability on a subset of feature/functionality as requested by the network is considered for AI/ML capability reporting.
2.1.2. LPP capability framework

For positioning, the LMF sends a RequestCapabilities message to the UE. The message may include the types of capability needed. In response, the UE sends the ProvideCapabilities message with the capabilities corresponding to the types indicated in the RequestCapabilities message, providing information on the supported positioning methods. 
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Proposal 8: 
RAN2 to consider enhancing RequestCapabilities and ProvideCapabilities messages in the LPP framework to include AI/ML capability.
3. Conclusion

UE capability framework
Proposal 1: 
For the CSI compression and beam management use cases, RAN2 to consider the UE indicating its AI/ML-related capability to the gNB.
Proposal 2: 
For the positioning use case, RAN2 to consider the UE indicating its AI/ML-related capability to the LMF.
Proposal 3: 
RAN2 to study enhancements to RRC and LPP capability frameworks. FFS if dynamic capability reporting (as a result of changing computational resources and storage availability at the UE) is needed for AI/ML.
Proposal 4: 
RAN to consider model applicability when studying enhancements to RRC and LPP capability frameworks.
RRC capability framework

Proposal 5: 
RAN2 to study enhancements to UECapabilityInformation message to include AI/ML capability.
Proposal 6: 
RAN2 to discuss RRC message segmentation for AI/ML capability reporting where the capability content may get large.
Proposal 7: 
UE reporting AI/ML capability on a subset of feature/functionality as requested by the network is considered for AI/ML capability reporting.

LPP capability framework
Proposal 8: 
RAN2 to consider enhancing RequestCapabilities and ProvideCapabilities messages in the LPP framework to include AI/ML capability.
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