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1 Introduction
In pervious RAN1 meetings, the AI/ML for positioning accuracy enhancement was studied and make some agreements. In this contribution, we will discuss the AI/ML model inference and monitoring for the AI/ML based positioning and provide our suggestions.
2 Discussion
2.1 AI/ML model inference
In RAN1#110bis meeting, it was agreed to study the following cases for AI/ML based positioning [1]:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

In the previous RAN1 meeting, it made some agreements on model inference input and output for different use cases as below [2][3]:
Generally speaking, the existing signalling procedures for positioning measurement request and report can be reused for the AI based positioning input/output. 
For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), the AI model input and output need to be defined, the input includes the existing measurement and the potential new measurement and the output may include the new measurement, the existing measurement and the enhancement on the existing measurement. Considering there are multiple input and output, the LMF should indicate the input and output to UE and gNB respectively, and UE and gNB report the output according to LMF request.

Proposal 1: For case 2a, LMF should indicate the AI/ML model input/output to UE and the UE reports the AI model output according to the LMF indication, the existing LPP location information transfer message can be reused.  
Proposal 2: For case 2b, LMF should indicate the AI/ML model input/output to gNB and the gNB reports the AI model output according to the LMF indication, the existing NRPPa measurement information transfer message can be reused and the details are up to RAN3.  
For direct AI/ML positioning (Case 2b and 3b), only the AI model output needs to be defined and the output at least includes timing estimation and LOS/NLOS indicator. Therefore, LMF requests the AI model output and UE or gNB reports it accordingly.
Proposal 3: For case 3a, LMF should request the AI/ML model output and UE reports the AI model output accordingly, the existing LPP location information transfer message can be reused.

Proposal 4: For case 3b, LMF should request the AI/ML model output and gNB reports the AI model output accordingly, the existing NRPPa measurement information transfer message can be reused and the details are up to RAN3.  
The case 1 is the UE-based positioning with UE-side model, there may be no spec impact on AI model input/output, but LMF should indicate UE to use AI model to get the location. 
Proposal 5: For case 1, there may be no spec impact on AI model input/output, but LMF should indicate UE to use AI based positioning method to get UE location. 
2.2 AI/ML model performance monitoring 
In the last RAN1 meeting, RAN1 made some progresses on AI/ML model monitoring as below [3]:

RAN1 agreed that entity to derive monitoring metric as below [2]:

However, which entity is responsible for performance monitoring was not discussed, in our understanding, LMF is feasible for performance monitoring for all the use cases, and the UE could perform performance monitoring for UE side model (case1 and case 2a), and the gNB could perform performance monitoring for gNB side model (case 3a).
Proposal 6:  LMF is responsible for performance monitoring for all the use cases, the UE is responsible for performance monitoring for UE side model (case1 and case 2a), and the gNB is responsible for performance monitoring for gNB side model (case 3a).
Proposal 7: The UE and gNB should report the performance monitoring result to LMF respectively when the UE performs  performance monitoring for UE side model (case1 and case 2a) and the gNB  performs performance monitoring for gNB side model (case 3a).

RAN2 could discuss the assistance signalling and procedure for deriving monitoring metric, monitoring metric configuration and transmission and assistance signalling and procedure for providing ground truth label. Generally speaking, for the signalling procedures between UE and LMF for performance monitoring, the existing LPP signalling procedures is reused. And RAN3 is responsible for the signalling procedures between gNB and LMF for performance monitoring.
Proposal 8: For the signalling procedures between UE and LMF for performance monitoring, the existing LPP signalling procedures is reused. And RAN3 is responsible for the signalling procedures between gNB and LMF for performance monitoring.
3 Conclusions 
In this contribution, we have discussed other LCM procedures for AI based positioning and provide the following proposals:
Proposal 1: For case 2a, LMF should indicate the AI/ML model input/output to UE and the UE reports the AI model output according to the LMF indication, the existing LPP location information transfer message can be reused.
Proposal 2: For case 2b, LMF should indicate the AI/ML model input/output to gNB and the gNB reports the AI model output according to the LMF indication, the existing NRPPa measurement information transfer message can be reused and the details are up to RAN3.
Proposal 3: For case 3a, LMF should request the AI/ML model output and UE reports the AI model output accordingly, the existing LPP location information transfer message can be reused.
Proposal 4: For case 3b, LMF should request the AI/ML model output and gNB reports the AI model output accordingly, the existing NRPPa measurement information transfer message can be reused and the details are up to RAN3.
Proposal 5: For case 1, there may be no spec impact on AI model input/output, but LMF should indicate UE to use AI based positioning method to get UE location. 
Proposal 6:  LMF is responsible for performance monitoring for all the use cases, the UE is responsible for performance monitoring for UE side model (case1 and case 2a), and the gNB is responsible for performance monitoring for gNB side model (case 3a).
Proposal 7: The UE and gNB should report the performance monitoring result to LMF respectively when the UE performs  performance monitoring for UE side model (case1 and case 2a) and the gNB  performs performance monitoring for gNB side model (case 3a).
Proposal 8: For the signalling procedures between UE and LMF for performance monitoring, the existing LPP signalling procedures is reused. And RAN3 is responsible for the signalling procedures between gNB and LMF for performance monitoring.
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Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement


For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead


Potential new measurement: CIR/PDP


existing measurement: e.g., RSRP/RSRPP/RSTD


Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied


Note2: study the impact of model input for other cases are not precluded


For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF


new measurement report: e.g., ToA, path phase


existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP


enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 


Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model


RS configurations


Other assistance information is not precluded 


For assisted AI/ML positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), at least the following types of model inference output are identified as candidates providing performance benefits


•	Timing estimation


o	FFS potential specification impact including details of report to LMF, e.g., time difference relative to a reference time, soft information report


o	FFS applicability for DL-TDOA, UE/gNB RTT and UL-RTOA


o	Note: the report to LMF is derived based on and maybe different from the model inference output


•	LOS/NLOS indicator


o	FFS potential specification impact (if any w.r.t. existing measurement report)


•	FFS RSRPP








Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects


Entity to derive monitoring metric


UE at least for Case 1 and 2a (with UE-side model)


FFS PRU for Case 1 and 2a


gNB at least for Case 3a (with gNB-side model)


FFS gNB for Case 3b (with LMF-side model)


LMF at least for Case 2b and 3b (with LMF-side model)


Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)


If model monitoring does not require ground truth label (or its approximation).


Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.


Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.


report of the calculated metric and/or model monitoring decision


If model monitoring requires and is provided ground truth label (or its approximation)


Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.


Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.


report of the calculated metric and/or model monitoring decision


Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded


Regarding monitoring for AI/ML based positioning, at least the following monitoring methods with potential specification impact are identified


Model monitoring based on provided ground truth label (or its approximation)


Monitoring metric: statistics of the difference between model output and provided ground truth label


FFS details of statistics


For monitoring UE-side and gNB-side model


signaling from monitoring entity to request ground truth label (if needed)


signaling from monitoring entity to request model output (if needed)


signaling for potential request/report of monitoring metric (if needed)


Note: there may not be any specification impact


For monitoring LMF-side model


signaling from LMF to request measurement(s) (if needed)


FFS applicability to each case (Case 1 to 3b)


Model monitoring without ground truth label


Monitoring metric: 


FFS: statistics of measurement(s) compared to the statistics associated with the training data, statistics associated with the model output


FFS details of statistics


FFS details of what type of measurement(s)


For monitoring UE-side and gNB-side model


signaling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)


signaling from monitoring entity to request measurement(s) (if needed)


signaling for potential request/report of monitoring metric (if needed)


Note: there may not be any specification impact


For monitoring LMF-side model


signaling from LMF to request measurement(s) (if needed)


FFS applicability to each case (Case 1 to 3b)








UE at least for Case 1 and 2a (with UE-side model)


FFS PRU for Case 1 and 2a


gNB at least for Case 3a (with gNB-side model)


FFS gNB for Case 3b (with LMF-side model)


LMF at least for Case 2b and 3b (with LMF-side model)
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