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[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
In RAN2#121 meeting, RAN2 made following agreements for model transfer/delivery:
We Use the wording “model transfer/delivery”
model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
In this contribution, we aim to identify the tangible issues that need resolution and evaluate which options are better suited to address these issues. 
Discussion
[bookmark: OLE_LINK13]Necessity of Model Transfer/Delivery
In RAN1#110b-e meeting, RAN1 made following agreements to guarantee the AI/ML performance over the air interface across different scenarios/configurations/sites.  
	Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


Typically, model transfer/delivery is the process that facilitates the availability of an AI/ML model at the UE side. The model can be selected or activated for inference when it's applicable to specific scenarios, configurations, or sites that it's designed for. Model transfer/delivery is thus necessary when there's no existing AI/ML model at the UE applicable to the relevant scenario, configuration, or site. In such instances, the UE needs to download the AI/ML model trained for the specific scenario, configuration, or site. Generally, the model size increases with the generality of its performance. Given the UE's storage limitations and the availability of AI/ML models, the applicable scenarios, configurations, and sites are somewhat restricted. Therefore, by default, model transfer/delivery is a prerequisite.
Observation 1: The necessity of model transfer/delivery is a default consideration, given the constraints of UE storage and the generalization performance of AI/ML models. 
The frequency of model transfer/delivery is dependent on various factors, including UE's capabilities to store and execute AI/ML models. If the AI/ML model exhibits high generalization performance, or if the UE has the capacity to store multiple AI/ML models, the occurrence of model transfer/delivery is less frequent. In this scenario, switching among stored AI/ML models on the UE happens with changes in scenario/configuration/site. On the contrary, if the AI/ML model doesn’t demonstrate strong generalization performance and the UE lacks the storage space for the requisite number of AI/ML models, model transfer and delivery happens more frequently. Taking Figure 1 as example, UE1 is capable of storing 3 models, while UE2 is capable of storing 1 model. UE2 needs to download the AI/ML model whenever the scenarios/configurations/sites change. 
Observation 2: The frequency of model transfer/delivery decreases in instances where the UE possesses larger storage and AI/ML models demonstrate superior generalization performance. Conversely, model transfer/delivery frequency increases when the UE has limited storage capacity and the AI/ML models exhibit suboptimal generalization performance.
Proposal 1: RAN2 assumes that model transfer/delivery is inherently necessary due to the constraints of UE's storage capacity and the performance of model generalization.  


Figure 1 Example of model deployment cross different scenarios/configurations/sites
Model Transfer/Delivery Initiation
One question to address is whether to initiate a model transfer/delivery proactively or reactively. For instance, consider Figure 1. UE1, with its ability to store multiple AI/ML models, could pre-download the models and switch between them when scenarios, configurations or sites change. This depicts a proactive method of model transfer/delivery. In contrast, UE2, which can only store a single AI/ML model, may download the model only when necessary - a reactive approach to model transfer/delivery.
Should the user equipment (UE) have the capability to download the AI/ML models proactively, there would be no concerns regarding transfer /delivery latency. Yet, the challenge arises in determining when and how to initiate the model transfer/delivery procedure, and more critically, how to signal the network or the OTT server to begin this process. This necessitates the smart implementation of the network or the OTT server to ensure that the AI/ML model delivered to the UE will indeed be put to use in the future. 
If the UE is unable to pre-download the AI/ML models, the timing for such downloads becomes apparent, that is, model transfer/delivery is triggered upon changes in scenarios, configurations, or sites. However, concerns arise about the latency in model transfer/delivery. This process should be rapid enough to adjust to changes in scenarios, configurations, or sites. Otherwise, the AI/ML model may become outdated by the time it becomes available at the UE.
Observation 3: When an AI/ML model is pre-download to UE, latency for model transfer/delivery is not a concern. Conversely, if an AI/ML model can’t be pre-download to UE, the latency in model transfer/delivery may be concerning. 
Proposal 2: RAN2 assumes that model transfer/delivery can be initiated in following two ways:
· Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.
· Reactive model transfer/delivery:  an AI/ML model is downloaded in real-time when there are changes in scenarios, configurations, or sites.
RAN1 has agreed upon the following detailed cases for model delivery/transfer to the UE for UE-side models and the UE part of two-sided models. The question is which entity is responsible for model transfer/delivery initiation and control. 
For case y, the model is transferred from the OTT server to the UE. Concerning proactive model delivery, the exact method used for triggering the model delivery procedure falls outside of RAN2's scope. For instance, the OTT server may initiate the model delivery process when certain events occur, such as the availability of a new or updated model on the OTT server that needs to be downloaded by the UE. However, in the case of reactive model delivery, the challenge lies in ensuring that the OTT server is aware of the associated radio access network configuration, scenario, and site, and is able to deliver the relevant model to the UE in a timely manner. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


In case z, the model resides within the 3GPP network. Regardless of whether the model is trained on the UE side or the network side, and irrespective of whether it is transferred in an open or proprietary format, the network must be knowledgeable about the model's meta information, including the applicable configuration, scenario, and site. As such, it is fundamental to consider network-triggered model transfer as the baseline. Once the model is available, a switch to the new model occurs in response to changes in the configuration, scenario, or site. 
Observation 4: In case y, the method for initiating the model delivery procedure is outside RAN scope. The challenge lies in facilitating the OTT server's awareness of the radio access network configuration, scenario, and site, and ensuring delivery of the corresponding model to the UE. 
Observation 5: In case z, the AI/ML model is stored within the network, and the network should have knowledge of the model's meta information, which includes relevant configurations, scenarios, and sites.
Proposal 3: RAN2 assumes that when the AI/ML model is stored within the network, the network is informed of the model's meta information, including the relevant configuration, scenario, and site.
Proposal 4: RAN2 assumes that model transfer is triggered by the network and should be executed prior to the selection, activation, deactivation, or switching of the model. 
Model Transfer/Delivery Latency
During previous RAN2 meetings, companies started the pros/cons analysis for each model transfer/delivery options and several aspects were discussed, e.g., model size, model delivery/transfer latency, signalling overhead, reliability, capable of supporting model transfer/delivery during UE mobility, inter-operability, etc. 
If we assume that the size of the model is substantial, we must take into account the total latency from the initiation of model transfer/delivery to the point where the AI/ML model is executable at the UE. This consideration is particularly crucial for the reactive model transfer/delivery approach. The total latency may consider end-to-end (E2E) latency, transport latency, and UE processing latency for the AI/ML model. The transport latency is contingent on factors such as model size, number of RRC messages required (CP-based solution) or the data rate (UP-based solution). The processing latency at the UE for the AI/ML model is specific to UE implementation, depending also on the format in which the model is delivered, and the necessary steps (for instance, convert, compile) to make the model executable.
For existing model transfer/delivery options, we provide an initial analysis in Table 1, assuming the latency between gNB and AMF/UPF is 0.5ms and the latency between AMF and LMF is 0.5ms.
Table 1 Comparison of different model delivery/transfer solutions
	Solution
	Terminated entity
	Allowed payload size 
	E2E latency (one way)
	Transport latency
	Estimated overall latency

	Solution 1a
	gNB
	45Kbytes or 144kbyte
(with16 segments)
	1ms
	5*10; or
16+15*10ms
	<200ms

	Solution 1b
	gNB
	No limitation
	1ms; or
2ms
	Model size/ data rate
	TBD

	Solution 2a
	CN
	45Kbytes or 144kbyte
(with16 segments)
	1.5ms
	Similar as solution 1a
	<200ms

	Solution 2b
	CN
	No limitation
	1.5ms
	Model size/ data rate
	TBD

	Solution 3a
	LMF
	45Kbytes
	2ms
	5*10ms
	<200ms

	Solution 3b
	LMF
	No limitation
	2ms
	Model size/ data rate
	TBD

	Solution 4
	OTT server
	No limitation
	1s [1]
	Model size/ data rate
	TBD


Proposal 5: RAN2 takes table 1 as starting point to evaluate the different model transfer/delivery solutions. 
With reference to the latency requirement for AI/ML application model download in Solution 4 [1], the end-to-end (E2E) latency accounts for 1 second, forming a dominant influence on the overall model delivery latency. In conjunction with the transport latency and the User Equipment (UE) processing latency, the total latency is estimated to reach 2 seconds. If the model delivery is carried out reactively, the UE may not obtain the AI/ML model promptly upon alterations in the scenarios, configurations, or sites, causing potential issues. Therefore, Solution 4 proves effective primarily with proactive model delivery. The specifics on how the UE and the server converse to determine the initiation of the model delivery procedure are implementation-oriented and might be outside the 3GPP scope. But, if model monitoring and control occur at the network, anytime the UE downloads new or updated models from the server, it ought to update the model information with the network.
For alternatives to Solution 4, we anticipate the latency for model transfer to be significantly less. The dominant factor in the total latency of model transfer should be transport latency, which depends on the size of the model and the data rate. Assuming the model size is 30 Mbits and the data rate is 100 Mbps, the transport latency would be around 300 ms. Model transfer latency from RAN nodes is generally less than from CN nodes. UP-based model transfer solutions typically offer shorter latencies than CP-based solutions. We expect the total model transfer latency for options 1a/1b, 2a/2b, and 3a/3b to be in the range of hundreds of milliseconds. 
Observation 6: Compared to other solutions, Solution 4 requires a significant amount of time for model delivery. Alternative solutions have superior capabilities for timely network control, enabling smooth model transfer ahead of model activation.
Observation 3 illustrates that latency may not be a concern for proactive model transfer/delivery. However, when it comes to reactive model transfer/delivery, latency needs thorough assessment. This is due to the need for minimizing the duration from the onset of model transfer/delivery to the moment when the AI/ML model is ready for execution at the UE. Ensuring swift model transfer/delivery is one important aspect to ensure adaptability regarding any changes to the scenario, configuration, and sites. To fully understand the overall latency, we require RAN1's input regarding the typical latency requirements (either specific values or a range) for the reactive model transfer/delivery approach. Additionally, awareness of the model size can enable RAN2 to calculate an estimation of transmission latency. This understanding becomes a primary factor in choosing between CP-based solutions and UP-based solutions. Moreover, we need RAN1 to provide typical model sizes (either specific values or a range), facilitating an evaluation of the suitability of different model transfer/delivery solutions.
Proposal 6: Ask RAN1 to provide input on the typical latency requirement (value or value range) to transfer an AI/ML model in reactive manner. Additionally, RAN1 should provide input on the typical model size (value or value range), allowing RAN2 to assess the applicability of different model transfer/delivery solutions. 
Proposal 7: RAN2 assumes that the latency for proactive model transfer/delivery is not concerned.
For CP-based solutions - that is, solutions 1a, 2a, 3a - transferring large-sized models is impractical due to the immense signalling overhead and extended processing latency. CP-based solutions are apt for transferring models with small sizes, such as less than 45 Kbytes or 144 Kbytes. If the model size exceeds the capacity permitted by the CP-based solution, it's advisable to use a User Plane (UP)-based solution.
Observation 7: CP-based solutions, specifically solutions 1a, 2a, and 3a, are ideally suited for transferring models of smaller sizes (less than 45Kbytes or 144Kbytes). In contrast, UP-based solutions are more apt for transferring models of larger sizes.
Proposal 8: RAN2 assumes CP-based solutions are better suited for transferring models of small size (less than 45Kbytes or 144Kbytes), whereas UP-based solutions are more effective for large-size model transfers. 
Conclusion
We have following observations for AI/ML model transfer:
Observation 1: The necessity of model transfer/delivery is a default consideration, given the constraints of UE storage and the generalization performance of AI/ML models. 
Observation 2: The frequency of model transfer/delivery decreases in instances where the UE possesses larger storage and AI/ML models demonstrate superior generalization performance. Conversely, model transfer/delivery frequency increases when the UE has limited storage capacity and the AI/ML models exhibit suboptimal generalization performance.
Observation 3: When an AI/ML model is pre-download to UE, latency for model transfer/delivery is not a concern. Conversely, if an AI/ML model can’t be pre-download to UE, the latency in model transfer/delivery may be concerning. 
Observation 4: In case y, the method for initiating the model delivery procedure is outside RAN scope. The challenge lies in facilitating the OTT server's awareness of the radio access network configuration, scenario, and site, and ensuring delivery of the corresponding model to the UE. 
Observation 5: In case z, the AI/ML model is stored within the network, and the network should have knowledge of the model's meta information, which includes relevant configurations, scenarios, and sites.
Observation 6: Compared to other solutions, Solution 4 requires a significant amount of time for model delivery. Alternative solutions have superior capabilities for timely network control, enabling smooth model transfer ahead of model activation.
Observation 7: CP-based solutions, specifically solutions 1a, 2a, and 3a, are ideally suited for transferring models of smaller sizes (less than 45Kbytes or 144Kbytes). In contrast, UP-based solutions are more apt for transferring models of larger sizes.
We have following proposals:
Proposal 1: RAN2 assumes that model transfer/delivery is inherently necessary due to the constraints of UE's storage capacity and the performance of model generalization.  
Proposal 2: RAN2 assumes that model transfer/delivery can be initiated in following two ways:
· Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.
· Reactive model transfer/delivery:  an AI/ML model is downloaded in real-time when there are changes in scenarios, configurations, or sites.
Proposal 3: RAN2 assumes that when the AI/ML model is stored within the network, the network is informed of the model's meta information, including the relevant configuration, scenario, and site.
Proposal 4: RAN2 assumes that model transfer is triggered by the network and should be executed prior to the selection, activation, deactivation, or switching of the model. 
Proposal 5: RAN2 takes table 1 as starting point to evaluate the different model transfer/delivery solutions. 
Proposal 6: Ask RAN1 to provide input on the typical latency requirement (value or value range) to transfer an AI/ML model in reactive manner. Additionally, RAN1 should provide input on the typical model size (value or value range), allowing RAN2 to assess the applicability of different model transfer/delivery solutions. 
Proposal 7: RAN2 assumes that the latency for proactive model transfer/delivery is not concerned.
Proposal 8: RAN2 assumes CP-based solutions are better suited for transferring models of small size (less than 45Kbytes or 144Kbytes), whereas UP-based solutions are more effective for large-size model transfers. 
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