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1. [bookmark: Proposal_Pattern_Length]Introduction
In the last RAN2 meeting, there was some discussion on Rel-18 sidelink evolution and RAN2 made several agreements and working assumptions regarding the SL-LBT procedure, specifically related to failure detection and recovery. The following agreements were made in the RAN2#122 meeting [1]:
Agreements on SL C-LBT failure recovery (mode 2, RRC ide/inactive UE)
1: 	Exclusion of RB set(s) that SL C-LBT failure was detected in candidate resource selection + resource pool (re)selection
2:	The UE performs resource pool (re)selection
 	-  When SL C-LBT failure was detected for all RB-sets within a selected resource pool or;
	-  Up to UE implementation although the above condition is not met
3a:	MAC informs L1 of the RB set information where SL C-LBT failure was detected.
3b:	L1 performs the resource exclusion for the RB set that SL C-LBT failure was detected.
3c:	RAN2 will send a LS to RAN1 to ask to take it into consideration in their job.
4:	It is up to UE implementation to select a resource pool out of resource pools that has at least one RB-set that SL C-LBT failure was not detected.

Agreements on SL C-LBT failure recovery (mode 1)
1: 	Leave it to gNB implementation after UE reporting SL C-LBT failure indication. No spec change.

Agreements on SL C-LBT failure recovery (mode 2, RRC connected UE)
1: 	RAN2 confirms that SL C-LBT failure indication is reported to the gNB also for mode 2, RRC connected UE.

Agreements on SL C-LBT failure and S-SSB
1: 	Counting LBT failure indication regardless of whether LBT failure was provided because of S-SSB transmission or data transmission when RB set for S-SSB transmission belongs to the selected TX resource pool.

Agreements on SL C-LBT failure and PSFCH
1: 	Counting LBT failure indication regardless of whether LBT failure was provided because of PSFCH transmission or not when RB set for PSFCH transmission belongs to the selected TX resource pool. FFS when multiple PSFCH occasions are configured.

Agreements on SL C-LBT cancellation
1: 	For mode 1, SL C-LBT is cancelled upon SL C-LBT failure MAC CE transmission

Agreements on SL enhanced LCP
1: 	Working assumption: For shared COT, CAPC restriction is applicable to enhanced LCP according RAN1 agreement on CAPC requirement.

In this contribution, we discuss the open issues specifically related to SL LBT failure detection and recovery and present our views.
 
2. Discussion
In the last meeting, the conditions for the cancellation of triggered SL C-LBT failure were discussed for the case of both mode 1 and mode 2. For mode 1 (and also for mode 2 CONNECTED case), it was agreed that the triggered SL C-LBT failure is cancelled upon the transmission of the SL C-LBT failure MAC CE. One additional condition that we think should be discussed for the case of mode 1 is the same condition as for NR-U LBT failure detection, i.e. when sl-LBT-FailureDetectionTimer or sl-LBT-FailureInstanceMaxCount is reconfigured by upper layers. We think that it is logical to follow the same principle for SL C-LBT as well.
Proposal 1: For mode 1, the triggered SL consistent LBT failure shall be cancelled when sl-LBT-FailureDetectionTimer or sl-LBT-FailureInstanceMaxCount is reconfigured by upper layer (similar to NR-U).

For mode 2 IDLE/INACTIVE/OOC case, there were many different options proposed by companies, including the use of a timer based or channel condition-based cancellation. Before discussing the cancellation conditions, we think it is noteworthy to point out that we also agreed to the recovery case for mode 2, i.e. the UE performs resource pool reselection, ensuring to exclude the RB set(s) during the candidate resource selection where SL C-LBT failure was detected. In doing so, the conditions which prompted the declaration of the SL C-LBT failure are no longer valid, so it makes logical sense that the LBT failure is cancelled. Similarly, if the UE moves to RRC_CONNECTED mode while the SL C-LBT has been declared, the resource pools may be reselected, thereby prompting cancellation of triggered SL C-LBT failure.
Proposal 2: After the UE performs resource reselection to exclude RB(s) where SL C-LBT failure was declared, the triggered SL C-LBT failure is cancelled.

Now, given that we have a specific recovery procedure in place for both mode 1 (rely on gNB after transmission of SL C-LBT failure detection MAC CE) and mode 2, it needs to be discussed whether any additional conditions for cancellation are needed. In our understanding, since the resource reselection is a reliable way to exit the condition of SL LBT failure (since it excludes the RB(s) where LBT failure was triggered), the need for additional optimizations for LBT failure cancellation does not seem essential. In any case, it is also up to UE implementation to perform resource pool reselection even when the SL C-LBT failure is not detected for ALL RB-sets within a given pool. This implies that UE can cancel the triggered SL-LBT failure detection after this resource pool reselection, so there is even less motivation to define something else.
Proposal 3a: No additional cancellation conditions for SL C-LBT failure shall be defined for SL-U.
Proposal 3b: UE relies on resource (pool) reselection to cancel SL C-LBT failure when the associated RB(s) are excluded during candidate resource selection.

Another issue that RAN2 needs to discuss is the details for the MAC CE used to report the SL LBT failure to the network. Firstly, it needs to be discussed how to handle the case when SL MAC CE for SL consistent LBT failure is triggered but there is no UL grant. Note that RAN2 has already agreed to support this reporting for both mode-1 and RRC_CONNECTED mode-2 UE. For NR-U, the LBT failure prompts the UE to generate an LBT failure MAC CE to inform the network about the cell where LBT failure is triggered. In case UE does not have UL resources for transmission of this MAC CE, the UE triggers a Scheduling Request for LBT failure MAC CE. Given that the UE is allowed to trigger SR for transmitting the LBT failure MAC CE for NR-U, we also need to consider if a new SR needs to be defined for SL-U. Defining a new SR for the LBT MAC CE specifically allows for a specific format, but potentially at the cost of increased specification effort. Alternatively, given that the UE may be configured with SR for SL CSI reporting MAC CE, it can also be reused for SL consistent LBT failure MAC CE.
Proposal 4a: If SL consistent LBT failure MAC CE is triggered and no UL grant is available, UE triggers SR.
Proposal 4b: RAN2 shall discuss whether the SR for SL CSI reporting MAC CE shall be reused for SL consistent LBT failure MAC CE.

3. Conclusion
[bookmark: _Hlk85555806][bookmark: _Hlk85205107]This contribution discusses open aspects regarding SL consistent LBT failure and makes the following proposals:
Proposal 1: For mode 1, the triggered SL consistent LBT failure shall be cancelled when sl-LBT-FailureDetectionTimer or sl-LBT-FailureInstanceMaxCount is reconfigured by upper layer (similar to NR-U).
Proposal 2: After the UE performs resource reselection to exclude RB(s) where SL C-LBT failure was declared, the triggered SL C-LBT failure is cancelled.
Proposal 3a: No additional cancellation conditions for SL C-LBT failure shall be defined for SL-U.
Proposal 3b: UE relies on resource (pool) reselection to cancel SL C-LBT failure when the associated RB(s) are excluded during candidate resource selection.
Proposal 4a: If SL consistent LBT failure MAC CE is triggered and no UL grant is available, UE triggers SR.
Proposal 4b: RAN2 shall discuss whether the SR for SL CSI reporting MAC CE shall be reused for SL consistent LBT failure MAC CE.
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