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1
Introduction

In RAN2#122 meeting [1], SL C-LBT failure recovery and SL C-LBT failure cancellation were discussed with the following conclusions.
	Agreements on SL C-LBT failure recovery (mode 1)
1: 
Leave it to gNB implementation after UE reporting SL C-LBT failure indication. No spec change.
Agreements on SL C-LBT failure recovery (mode 2, RRC idle/inactive UE)
1: 
Exclusion of RB set(s) that SL C-LBT failure was detected in candidate resource selection + resource pool (re)selection

2:
The UE performs resource pool (re)selection

 
-  When SL C-LBT failure was detected for all RB-sets within a selected resource pool or;


-  Up to UE implementation although the above condition is not met

3a:
MAC informs L1 of the RB set information where SL C-LBT failure was detected.

3b:
L1 performs the resource exclusion for the RB set that SL C-LBT failure was detected.

3c:
RAN2 will send a LS to RAN1 to ask to take it into consideration in their job.

4:
It is up to UE implementation to select a resource pool out of resource pools that has at least one RB-set that SL C-LBT failure was not detected.
SL C-LBT failure recovery (mode 2, RRC connected UE)
· Follow mode 1 solution?

· Follow mode 2 solution for RRC idle/inactive UE?
1: 
RAN2 confirms that SL C-LBT failure indication is reported to the gNB also for mode 2, RRC connected UE.
Agreements on SL C-LBT cancellation (mode 1)
1: 
For mode 1, SL C-LBT is cancelled upon SL C-LBT failure MAC CE transmission
SL C-LBT failure cancellation (mode 2, RRC idle/inactive UE)
· Revisit it next meeting. 
SL C-LBT failure cancellation (mode 2, RRC connected UE)
· Follow mode 1 solution?

· Follow mode 2 solution?


In this contribution, we will further discuss the open issues for SL consistent LBT failure.
2
Discussion
2.1
SL C-LBT failure recovery/cancellation
2.1.1 
SL C-LBT failure recovery for mode 2 RRC_CONNECTED UE
In last meeting, the SL C-LBT failure recovery for mode 1 and mode 2 RRC_IDLE/INACTIVE UE were concluded, but there is still FFS whether the mode 1 solution or mode 2 RRC_IDLE/INACTIVE solution should be followed for mode 2 RRC_CONNECTED.
If SL C-LBT failure recovery for mode 2 RRC_CONNECTED follows the mode 1 solution, the possible procedure is illustrated in Fig.1. Once the SL C-LBT failure is triggered for an RB set: the UE sends MAC CE to indicate such SL C-LBT failure information and expects gNB to recover the RB set with SL C-LBT failure. The possible gNB implementation is the gNB sends the RRC message to reconfigure the RB set, e.g. remove the RB set with SL C-LBT failure, even if there are still some configured RB sets which are available for SL transmission, obviously it leads to signalling overhead for RRC message and not aligned with the design of mode 2. Besides, before the reception of the RRC reconfiguration message, the SL data may arrive and the UE will select the resource for SL transmission, in this case, the UE may still select the resource in RB set with SL C-LBT failure which downgrade the performance. Such issue does not exist in mode 1 since the resource is allocated by the gNB, but should be considered in mode 2. Thus, it is more reasonable to follow mode 2 RRC_IDLE/INACTIVE solution for SL C-LBT failure recovery for mode 2 RRC_CONNECTED.
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Fig.1. The procedure if SL C-LBT failure recovery for mode 2 x follows the mode 1 solution
Observation 1: If SL C-LBT failure recovery for mode 2 RRC_CONNECTED UE follows the mode 1 solution, it leads to signalling overhead for RRC message and betrayed the spirit of mode 2, and the UE may still select the resource in RB set with SL C-LBT failure which downgrade the performance.
Proposal 1: SL C-LBT failure recovery for mode 2 RRC_CONNECTED UE follows the mode 2 RRC_IDE/INACTIVE solution, i.e. UE performs resource selection and/or resource pool (re)selection autonomously excluding the RB set(s) that SL C-LBT failure is detected.
2.1.2 
SL C-LBT failure recovery for mode 2
In last meeting, the following options were discussed as the condition of SL C-LBT failure cancellation for mode 2 RRC_idle/inactive UE, but no conclusion was made. For mode 2 RRC_connected UE, it is FFS whether follow mode 1 solution or mode 2 solution.
	· Mode 2 (RRC idle/inactive UE)

· Upon resource pool (re)selection (P11:5089)

· SL consistent LBT failure recovery parameters are reconfigured (P18:4831)

· PC5 MAC reset (P18:4831)

· Reconfiguration of resource pool(s) that include SL RB set(s) with triggered but not cancelled SL consistent LBT failure (P18:4831)

· Transition between RRC_CONNECTED mode and RRC_IDLE/INACTIVE mode (P18:4831)

· RA mode change (P7a:5227)

· Reconfiguration of RB sets (P3:4934)

· Based on timer (P17:4831)

· Based on measured channel condition (P17:4831)

· Mode 2 (RRC connected UE)

· Follow mode 1 solution?

· Follow mode 2 solution?


To improve resource utilization, in NR-U, on top of consistent LBT detection, recovery/cancellation of triggered LBT failure has also been designed:

· When a consistent LBT failure is detected in one UL BWP in SpCell, the UE will switch the UL BWP to another UL BWP configured with PRACH occasion and for which consistent LBT failure has not been triggered. And the random access procedure is completed, UE will cancel all the triggered consistent LBT failure(s) in the SpCell. 

· When a consistent LBT failure is detected in one UL BWP in the SCell, a LBT failure MAC CE indicating the triggered consistent LBT failure(s) in SCell(s) will be sent to gNB. After the LBT failure MAC CE is successfully sent, UE will cancel all the triggered consistent LBT failure(s) indicated in the transmitted LBT failure MAC CE.

· When LBT recovery configuration is reconfigured, UE will cancel all the triggered consistent LBT failure(s). If UE receives a PDCCH for BWP switching of a Serving Cell, UE cancel, triggered consistent LBT failure for this Serving Cell

Similarly, when SL C-LBT happens for an RB set, the resources of the RB set are not recommended to be allocated or selected for PSSCH/PSCCH transmission. However, it is unreasonable that the RB set can never be used. The wireless channel environment is time-varying, and the SL C-LBT failure for an RB set only indicates that the RB set is unavailable for a certain period of time. A SL C-LBT failure recovery mechanism based on some conditions should be studied. A recovery mechanism needs to be introduced to update the availability status of the RB set and improve resource utilization. Based on the Proposal 1, the recovery mechanism for mode 2 UE is applied to both RRC_IDLE/INACTIVE and RRC_CONNECTED state. We think RAN2 can consider the following two directions for LBT failure recovery for mode 2 UE:
· A straight-forward method is defining a timer whose length can be (pre-)configured. The timer is started or restarted after the SL C-LBT failure for an RB set is triggered. And if the timer expires, the triggered SL C-LBT failure for the RB set is cancelled. 

· Another method is to determine whether to cancel the triggered SL C-LBT failure based on the RB set busy status. The definition of the RB set busy ratio in time domain can refer to that of SL CBR measurement. If the RB set busy ratio in time domain is below a certain threshold, the channel can be considered as un-occupied and the consistent LBT failure for the RB set can be cancelled. 
Based on the above, we propose the following
Proposal 2:  SL C-LBT failure is cancelled for mode 2 UE RRC_IDLE/INACTIVE/CONNECTED state, based on (a) timer-based solution and (b) RB set busy status.

Furthermore, the RB set busy status measured by UE can be reported to gNB in RRC_CONNECTED state, e.g. to assist the resource allocation in mode 1.

Proposal 3:  The RB set busy status measured by UE can be reported to gNB for mode 1 UE or mode 2 UE in RRC_CONNECTED state.

Besides the condition in Proposal 2, similar to the C-LBT failure recovery in Uu, the following conditions should also be supported.
· Reconfiguration of SL C-LBT failure recovery parameters

· Reconfiguration of resource pool(s) that include SL RB set(s) with triggered but not cancelled SL consistent LBT failure

· PC5 MAC reset 

Regarding another two conditions that
transition between RRC_CONNECTED mode and RRC_IDLE/INACTIVE mode, or RA mode change. In our understanding, when the transition between RRC_CONNECTED mode and RRC_IDLE/INACTIVE mode happens, or RA mode change happens, the resource pool(s) will be reconfigured also (i.e. from RRC dedicated configuration to SIB configuration, or from mode-1 specific configuration to mode-2 specific configuration). Therefore, these two condition can be covered by reconfiguration of resource pool(s) that include SL RB set(s) with triggered but not cancelled SL consistent LBT failure.

Observation 2: When the transition between RRC_CONNECTED mode and RRC_IDLE/INACTIVE mode happens, or RA mode change happens, the resource pool(s) will be reconfigured also (i.e. from RRC dedicated configuration to SIB configuration, or from mode-1 specific configuration to mode-2 specific configuration).
Proposal 4:  The following conditions are supported for SL C-LBT failure cancellation for mode 2 UE in  RRC_IDLE/INACTIVE/CONNECTED:
· Reconfiguration of SL C-LBT failure recovery parameters

· Reconfiguration of resource pool(s) that include SL RB set(s) with triggered but not cancelled SL consistent LBT failure

· PC5 MAC reset
2.1.3

LBT failure MAC CE cancellation
	Agreements on SL C-LBT failure recovery (mode 2, RRC connected UE)

1: 
RAN2 confirms that SL C-LBT failure indication is reported to the gNB also for mode 2, RRC connected UE.


As confirmed in last meeting, there is a MAC CE reporting for SL C-LBT failure indication in RRC_CONNECTED state, same as the RRC_IDLE/INACTIVE state. As discussed above, the SL C-LBT failure is cancelled based on some new introduced conditions, e.g. after a certain period of time or based on RB set busy status. In this case, the SL C-LBT failure is NOT cancelled upon SL C-LBT failure MAC CE transmission which is agreed for mode 1. 
In NR-U, if C- LBT failure has been triggered and not cancelled, it triggers UE to generate C-LBT failure MAC CE, once the C-LBT failure MAC CE is successfully transmitted, all the triggered C- LBT failure(s) will be cancelled, so the UE won't report C-LBT failure MAC CE anymore. If this scheme is reused for SL-U, currently if the SL C-LBT failure is detected, it triggers UE to generate SL C-LBT failure MAC CE, but SL C-LBT failure is NOT cancelled upon SL C-LBT failure MAC CE transmission, and cancelled until the new introduced condition is satisfied, e.g. after a certain period of time. Then before the of SL C-LBT failure is cancelled, the SL C-LBT failure MAC CE reporting will keep being triggered, which leads to repeated SL C-LBT failure MAC CE reporting.
Observation 3: For mode 2 RRC_CONNECTED UE, SL C-LBT failure is cancelled based on some new introduced conditions instead of SL C-LBT failure MAC CE transmission, which leads to repeated SL C-LBT failure MAC CE reporting
Thus, for mode 2 RRC_CONNECTED UE, the condition of triggering and cancellation of SL C-LBT failure MAC CE reporting should be defined, and it should not be fully coupled with SL C- LBT failure. For example:

1. If SL C- LBT failure is detected, the SL C-LBT failure reporting is triggered;
2. If SL C- LBT failure reporting has been triggered and not cancelled, it triggers UE to generate SL C-LBT failure MAC CE;
3. Once the SL C-LBT failure MAC CE is successfully transmitted, the triggered SL C- LBT failure(s) will be cancelled, so the UE won't report SL C-LBT failure MAC CE anymore.
Thus, we propose the following such that SL C-LBT failure MAC CE won't be transmitted repeatedly after SL C-LBT failure MAC CE is successfully transmitted.
Proposal 5: SL C-LBT failure MAC CE is cancelled when it is reported to the gNB. 
2.2
SL C-LBT failure handling considering HARQenabled LCH for RRC_IDLE/INACTIVE
In SL, there are two kinds of resource pool, (a) “pool of resources configured with PSFCH resources (RP with PSFCH)” ; (b) “pool of resources not configured with PSFCH resources (RP without PSFCH)”. There are two kinds of LCH, (i) “sl-HARQ-FeedbackEnabled is set to enabled (HARQenabled)”; (ii) “sl-HARQ-FeedbackEnabled is set to disabled (HARQdisabled)”. 
Currently, data from HARQenabled LCH can only be transmitted in resources from RP with PSFCH, and data from HARQdisabled LCH can be either transmitted in resources from RP with PSFCH or resources from RP without PSFCH.
The following agreement is reached in previous meeting.
UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
However, if we consider the case that UE has HARQenabled LCH(s), and UE is configured with both RP with PSFCH and RP without PSFCH. There exists the case that SL C-LBT failure is detected for all the RB sets in RP with PSFCH, but there are still available RB set(s) in RP without PSFCH, the above condition for SL RLF is not satisfied so UE won't trigger SL RLF. However, for the data from HARQenabled LCH, there is no available resource for transmission. For RRC_CONNECTED state, since the UE will report SL C-LBT failure information to the gNB, the gNB can know the situation and reconfiguration the new RB set in RP with PSFCH to recover the data transmission. But for RRC_IDLE/INACTIVE state, the data from HARQenabled LCH(s) will be stuck.
Observation 4: RRC_IDLE/INACTIVE UE has HARQenabled LCH(s), if SL C-LBT failure is detected for all the RB sets in RP with PSFCH, but there are still available RB set(s) in RP without PSFCH, SL RLF won’t be triggered but no available resource can be used for transmitting data from HARQenabled LCH.
To fix the issue above, if SL C-LBT failure is detected for all the RB sets in RP with PSFCH, but there are still available RB set(s) in RP without PSFCH, we further consider the following two cases:
UE only configured with HARQenabled LCH(s). 
All the data from the LCH(s) cannot be transmitted. This is similar as the legacy case that SL C-LBT failure is detected for all the RB sets, then all the data from the LCH(s) cannot be transmitted. Thus, the SL RLF should be triggered for all UC connections only configured with HARQenabled LCH(s) in this case. 
One may argue that the SRB and MAC CE can still be transmitted via resource in RP without PSFCH, but we don't see the need to keep UC connections to only transmit signalling but no data. As defined by current specification: “If this field (i.e. sl-HARQ-FeedbackEnabled) of at least one sidelink logical channel for the UE is set to enabled, sl-PSFCH-Config should be mandatory present in configuration SL-ResourcePool of at least one of the sidelink resource pools.” We should ensure the data from HARQenabled LCH(s) is able to be transmitted.

[image: image2]
Fig.2. Illustration for UE only configured with HARQenabled LCH(s) of a UC connection
UE configured with both HARQenabled LCH(s) and HARQdisabled LCH(s). 
The data from HARQenabled LCH(s) cannot be transmitted but the data from HARQdisabled LCH(s) can still be transmitted. In this case, it is radical to trigger SL RLF, but the delivery of data from HARQenabled LCH(s) should be avoided. Thus, for all UC connections configured with both HARQenabled LCH(s) and HARQdisabled LCH(s), the UE should release/suspend the DRBs of HARQenabled LCH(s), indicate the release/suspend of the QoS flow corresponding to the released/suspended DRBs to the upper layers, and reset the MAC.

[image: image3]
Fig.3. Illustration for UE only configured with both HARQenabled LCH(s) and HARQdisabled LCH(s) of a UC connection
Proposal 6: For RRC_IDLE/INACTIVE UE, if SL C-LBT failure is detected for all the RB sets in RP with PSFCH, but there are still available RB set(s) in RP without PSFCH:
· For all UC connections only configured with HARQenabled LCH(s), SL RLF should be triggered;
· For all UC connections configured with both HARQenabled LCH(s) and HARQdisabled LCH(s), the UE should release/suspend the DRBs of HARQenabled LCH(s), indicate the release/suspend of the QoS flow corresponding to the released/suspended DRBs to the upper layers, and reset the MAC.
2.3
SL C-LBT failure assistance information between UEs
Similar to the Inter-UE coordination mechanism introduced in Rel-17, to improve the reliability and channel access efficiency (i.e. avoid unnecessary channel access attempt in the RB set which is already detected as SL C-LBT failure) for SL-U, Tx UE can use both itself own LBT result and RX UE’s LBT result for resource selection. To be more specific, UE-A can send its SL C-LBT failure info to UE-B, then such SL C-LBT failure info can be used to improve UE-B’s SL transmission, e.g. UE-B performs resource (re)selection based on UE-A’s SL C-LBT failure info, or UE-B reports UE-A’s SL C-LBT failure info to gNB.
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Fig.4. Illustration for SL C-LBT failure info transmission between UEs
Regarding the cast type for SL C-LBT failure info transmission in SL, in our thinking, unicast should be supported at least. And RAN2 can further discuss whether to support SL C-LBT failure info transmission via SL groupcast/broadcast.
Observation 5: To improve the reliability and channel access efficiency (i.e. avoid unnecessary channel access attempt in the RB set which is already detected as SL C-LBT failure), Tx UE can use both itself own LBT result and RX UE’s LBT result for resource selection.
Proposal 7: It is suggested to support a UE to send its SL C-LBT failure info to the peer UE, whereas such SL C-LBT failure info can be used for the peer UE’s transmission.

Proposal 8: Unicast is supported for SL C-LBT failure info transmission in SL, FFS for groupcast and broadcast.
3
Conclusion

In this contribution, we discussed the open issues for SL consistent LBT failure, and provide corresponding observations and proposals:
SL C-LBT failure recovery/cancellation
Proposal 1: SL C-LBT failure recovery for mode 2 RRC_CONNECTED UE follows the mode 2 RRC_IDE/INACTIVE solution, i.e. UE performs resource selection and/or resource pool (re)selection autonomously excluding the RB set(s) that SL C-LBT failure is detected.
Proposal 2:  SL C-LBT failure is cancelled for mode 2 UE RRC_IDLE/INACTIVE/CONNECTED state, based on (a) timer-based solution and (b) RB set busy status.

Proposal 3:  The RB set busy status measured by UE can be reported to gNB for mode 1 UE or mode 2 UE in RRC_CONNECTED state.

Proposal 4:  The following conditions are supported for SL C-LBT failure cancellation for mode 2 UE in  RRC_IDLE/INACTIVE/CONNECTED:
· Reconfiguration of SL C-LBT failure recovery parameters

· Reconfiguration of resource pool(s) that include SL RB set(s) with triggered but not cancelled SL consistent LBT failure

· PC5 MAC reset
SL C-LBT failure MAC CE cancellation
Proposal 5: SL C-LBT failure MAC CE is cancelled when it is reported to the gNB.
SL C-LBT failure handling considering HARQenabled LCH
Proposal 6: For RRC_IDLE/INACTIVE UE, if SL C-LBT failure is detected for all the RB sets in RP with PSFCH, but there are still available RB set(s) in RP without PSFCH:

· For all UC connections only configured with HARQenabled LCH(s), SL RLF should be triggered;

· For all UC connections configured with both HARQenabled LCH(s) and HARQdisabled LCH(s), the UE should release/suspend the DRBs of HARQenabled LCH(s), indicate the release/suspend of the QoS flow corresponding to the released/suspended DRBs to the upper layers, and reset the MAC.
SL C-LBT failure assistance information between UEs
Proposal 7: It is suggested to support a UE to send its SL C-LBT failure info to the peer UE, whereas such SL C-LBT failure info can be used for the peer UE’s transmission.

Proposal 8: Unicast is supported for SL C-LBT failure info transmission in SL, FFS for groupcast and broadcast.
4
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