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1. Overall Description:
During the RAN2#122 meeting discussion on data collection, RAN2 made some working assumptions that need RAN1 confirmation and identified some aspects that need RAN1 input to facilitate further discussion in RAN2.

RAN2 would like to kindly request RAN1 to confirm whether they have any concerns about the following working assumptions. For Assumption 1 and Assumption 3, RAN1 may provide some supplement (e.g., more scenarios), if any.
	Assumption 1:
For the data collection in some scenarios  (e.g., internal data up to implementation or the existing data are enough), no RAN2 extra specification effort is needed in some scenarios:
· For model inference of UE-sided model, input data for model inference is available inside the UE.
· For UE-side model monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW..
Assumption 2:
For the latency requirement of LCM purposes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.
Assumption 3:
For the data generation entity and termination entity:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
· For model monitoring at UE side, performance metrics can be generated by gNB and terminated at the UE. 
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF.
· For model monitoring at UE side, performance metrics can be generated by gNB/LMF and terminated at UE.

Assumption 4:
The potential enhancement for the existing data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting).




In addition, RAN2 would evaluate the potential data collection frameworks for each use case, which may require more input from RAN1. Thus, RAN2 would like RAN1 to feedback on the data collection requirements per LCM purposes for each (sub)use case, and the LCM sidedness should also be considered. The following aspects are essential from RAN2’s perspective:
· Data content
· Typical data size
· Reporting type (e.g., periodical or event-triggered)
· Typical Latency requirement
The attached tables are for RAN1 reference on the format of the reply on the requirements.

2. Actions
To RAN1
ACTION: 	RAN2 respectfully asks RAN1 to provide feedback on whether they have any concerns about the working assumptions and provide the data collection requirements when available.

3. Date of Next TSG-RAN WG2 Meeting:
RAN2#123	from 2023-08-21	to 2023-08-25		Toulouse
RAN2#123-bis	from 2023-10-09	sto 2023-10-13		Xiamen

		


	　
	　
	CSI compression

	　
	LCM sideness
	Data content (Note 1)
	Reporting type 
(e.g., periodical or event-triggered)
	Typical data size 
(value or value range)
	Typical Latency requirement(value or value range)

	Generation entity

	Termination entity

	Training
	Type 1 UE side training and Type 3 UE first (Note2)
	
	
	
	
	
	

	
	Type 1 NW side training and Type 3 NW first (Note2)
	
	
	
	
	
	

	Inference
	UE-sided
	
	
	
	
	
	

	
	gNB-sided
	
	
	
	
	
	

	Monitoring

	UE-side monitoring
	
	
	
	
	
	

	
	gNB-side monitoring
	
	
	
	
	
	






	　
	　
	Beam management

	　
	LCM sideness
	Data content (Note 1)
	Reporting type 
(e.g., periodical or event-triggered)
	Typical data size 
(value or value range)
	Typical Latency requirement(value or value range)
	Generation entity

	Termination entity

	Training
	UE-sided
	
	
	
	
	
	

	
	gNB-sided
	
	
	
	
	
	

	Inference
	UE-sided
	
	
	
	
	
	

	
	gNB-sided
	
	
	
	
	
	

	Monitoring

	UE-side monitoring
	
	
	
	
	
	

	
	gNB-side monitoring
	
	
	
	
	
	

	
	Hybrid monitoring
	
	
	
	
	
	



	　
	　
	Positioning

	　
	LCM sideness
	Data content (Note 1)
	Reporting type 
(e.g., periodical or event-triggered)
	Typical data size 
(value or value range)
	Typical Latency requirement(value or value range)
	Generation entity

	Termination entity

	Training
	UE-sided
	
	
	
	
	
	

	
	LMF-sided
	
	
	
	
	
	

	Inference
	UE-sided
	
	
	
	
	
	

	
	gNB-sided
	
	
	
	
	
	

	
	LMF-sided (DL)
	
	
	
	
	
	

	
	LMF-sided (UL)
	
	
	
	
	
	

	Monitoring

	UE-sided
	
	
	
	
	
	

	
	gNB-sided
	
	
	
	
	
	

	
	LMF-sided (UL)
	
	
	
	
	
	

	
	LMF-sided (UL)
	
	
	
	
	
	



Note 1: For the data content, please RAN1 indicate which data content will not introduce new spec impact (internal data or existing data).
Note 2: from the perspective of data collection, type 1 UE training is the same as type 3 UE first training, so is type 1 NW training and type 3 NW first training.




