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1	Introduction
[bookmark: _Ref178064866]This is the fifth meeting on which RAN2 discusses the “AI/ML for NR Air Interface” SI (see the approved SID in RP-213599, and the revised version in RP-221348).
This is the second meeting though on which we have a sub–Agenda Item solely intended to discuss general architectural matters.
During RAN2#121bis-e, this sub-Agenda Item was extensively discussed, with the main agreements addressing:
· model IDs (and meta data), and 
· functional framework.
In this paper we focus on the different LCM mechanisms.
2	Discussion
2.1	Two LCM mechanisms 
Two different LCM approaches are currently being discussed in RAN1.
· Functionality-based LCM, and 
· Model ID-based LCM.
From a RAN2 perspective, the difference between these two boils down to:
a) the desired level of detail in managing AIML-related features, and in a certain manner to…
b) who oversees the LCM.
In a nutshell, during RAN1#112 and RAN1#112bis-e, RAN1 have agreed the following (see agreements in R1-2302063 and R1-2304168, respectively):
· For functionality-based LCM:
· Functionality refers to an AI/ML-enabled feature
· For functionality identification, there may be either one or more functionalities defined within a feature.
· Note: as per RAN1’s understanding, this is indicated in UE capability reporting. But we believe RAN2 should be the WG discussing this (and this should perhaps be done in later phases).
· Network can indicate (de)activation/fallback/switching of an AIML functionality via 3GPP signalling.
· Models aren’t necessarily identifiable nor understood by the network, and UE may perform model-level management e.g., using implementation-based solutions.
· For model-ID-based LCM:
· A model may be associated with an AIML-enabled functionality
· Note: in RAN1, the relationship between functionality and model is FFS (e.g., whether a model may be identified referring to a functionality). But these details should not impact RAN2’s general understanding. 
· Models are identifiable and understood by the network, and either network or UE may (de)activate/select/switch individual models via model ID.
Our interpretation of the above is depicted in Figure 2 below, where an AIML-enabled feature (e.g., use case) in the UE can be described by functionalities (e.g., sub use cases) that work according to different AIML models.

AIML feature in the UE (“use case”)
AI/ML Functionality 1
(“sub use case”)
AI/ML Functionality 2
(“sub use case”)
 
Model ID 1
Model ID 2
Model ID 3
Model ID a
Model ID b
Model ID c

Figure 2. Description of an AIML-enabled feature.
As we see it, model-ID-based LCM should not imply that for UE-sided models the NW is collecting data or training these models for the UE. But, that the NW is aware “of their existence”. So, in principle we believe that RAN2 could start by agreeing the following general understanding.   
[bookmark: _Toc134743587]RAN2 understands that:
a) For model-based management of AIML-enabled features, the NW may be aware of the model IDs supported by the UE and may understand their purposes. This does not imply that for UE-sided models the NW collects data for developing these models, or trains the models on behalf of the UE, or is responsible for the inference process. 
b) For functionality-based management, the NW may only need to be aware AIML-enabled functionalities supported by UEs.

Note that any discrepancy or conflict with what RAN1 agrees in the future should be addressed and RAN2 can revisit its understanding. But we do not see how the proposal above can be “problematic” in RAN2.
2.2	General functional framework
The following was agreed during RAN2#121bis-e:
	The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage. 



But RAN2 could not agree on a functional (architecture) framework. This was first, because RAN2 could not decide whether model monitoring is included within model management. But as we see it, what really proved to be controversial was agreeing to depict the model storage block. Which we still find not reasonable. As this could end up limiting deployment alternatives and complexifying LCM-related discussion. 
So, as per the Rapporteur’s insights document submitted to 7.16.1, RAN2 could adopt a similar approach to the one taken by RAN3 during their study (see TR 37.817 clause 4.2 and Figure 1 below) and mainly focus on representing the blocks of data collection, training, and inference in the functional framework. 


Figure 1. Functional Framework for RAN Intelligence (as taken from TR 37.817 clause 4.2)

RAN3’s SI functional framework can be found in Figure 1 above. However, we see no clear reason to have an “Actor” block for our SI, nor to have a feedback loop from the latter to the data collection block. So, one option would be to simplify this functional framework by removing these parts. For which we end up with Option A) in Figure 2 below. 
Alternatively, and given RAN2’s previous discussion, we could go one step further and consider a slightly more detailed version including the “Model Monitoring” and “Management” blocks, as depicted in Figure 3 below. On this matter, we believe that it is important to distinguish these two blocks, as their objectives are not necessarily equivalent. 
We are however inclined to go for Option B, as it facilitates the understanding of the LCM. However, if an agreement cannot be reached, we believe it is better for RAN2 to agree on some functional framework to be incorporated into the TR, and in this case, Option A would be the alternative.
[bookmark: _Toc134743588]Agree to the functional framework in Figure 3 depicting the blocks of data collection, training, inference, monitoring and management. FFS whether to keep/modify the arrows connecting the blocks.
Alternatively, go for a simplified version as the one in Figure 2, which is in line with RAN3’s study and only focuses on data collection, training, and inference.    



Figure 2. Option A) A simplified version of the functional framework for AIML for air interface.



Figure 3. Option B) A more detailed (and our preferred) version of the functional framework for AIML for air interface.

2.3	Model-ID-based LCM 
The main responsibility for model LCM should in principle fall on the side that performs the inference, since overall, this side would be more familiar with the model’s characteristics (e.g., how it was developed) and its intended use. We do not see why this should not be the case.
However, as per RAN2’s discussion, there is still a debate on whether the entity performing inference receives supplementary support (i.e., from another entity) for monitoring or for further management/control of models.
In this regard, we observe that this debate is simplified by adopting RAN3's functional framework (see Figure 2). Since by doing so, RAN2 can agree that the side performing the inference is at least responsible for data collection for model training and inference, i.e.:
· for a NW(UE)-sided model, the NW(UE) side oversees the data collection, the model training, and the model inference. 
[bookmark: _Toc134743589]The side performing the inference should at least be responsible for data collection for model training and inference. 

Then, as per the functional framework presented in Figure 3, there remains the question of who oversees the model monitoring and any subsequent action (i.e., further management/control of models) that should be taken based on it, such as, model (de)activation, switching, etc.
Let us focus on UE-sided models and for this, consider the following three scenarios:
a) a UE is able to effectively monitor and act upon its models, or 
b) a UE is not able to effectively monitor its models, or
c) the NW wants to have awareness/control of the performance of UE-sided models and instruct the UE what to do.
For a), the UE could in principle operate without additional network support and only need to indicate its actions if crucial for a feature’s correct functioning. This is likely to aid the operation of AIML-enabled features, as imposing the network to monitor the performance of several different models trained and implemented on the users is a complex task
For b), the UE needs network support to setup AIML-enabled features. While for c), the network prefers to support the UE on the features’ operation. 
Hence, for a), there is no need for the network to be aware of the models (i.e., model IDs) supported by the UE. While for both b) and c) there is. Therefore, we propose the following. 
[bookmark: _Toc134743590]In a model-ID-based LCM for UE-sided models, there are two cases to consider:
a) UE-sided model monitoring at the UE. Here there is no need for model-ID-awareness in the NW. For this case, the UE can effectively monitor its models and can autonomously trigger required actions (e.g., deactivation, switching, etc).
b) UE-sided model monitoring at the NW. Here the model-ID-awareness might be used to facilitate model managing/configurations by the NW (e.g. (non)applicability, model monitoring performance results).

2.3	Functionality-based LCM
As discussed in the beginning (see Proposal 1), for functionality-based management, the NW may only need to be aware AIML-enabled functionalities supported by UEs and there is no need for model-ID-awareness in the NW. 
In this regard, functionalities should not be dynamic like the models (i.e., since they ultimately represent features). For which this should then be “business as usual” for RAN2, since in principle it results in the UE indicating to the network its supported (quasi-static) AIML-enabled functionalities (e.g., using the UE capability reporting framework).
[bookmark: _Toc134743591]There is no motivation to introduce a functionality ID, as this might very well relate to UE capability description of AIML-enabled features. 
 
Now, we can follow a similar logic as the one we adopted for model-based LCM, for this case. Hence, the following set of proposals.
[bookmark: _Toc134743592]The responsibility for functionality LCM is on the side performing the inference.
[bookmark: _Toc134743593]In a functionality-based LCM for UE-sided models, there are two cases to consider:
a) UE-sided functionality monitoring at the UE. Here, the UE monitors or manages an AIML functionality on its own. So, the UE can autonomously trigger required actions (e.g., deactivation, switching, fallback, etc).
b) UE-sided functionality monitoring at the NW. Here, the UE reports the outcome of functionality monitoring to the NW, (e.g. (non)applicability, functionality monitoring performance results).

[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 understands that:
a) For model-based management of AIML-enabled features, the NW may be aware of the model IDs supported by the UE and may understand their purposes. This does not imply that for UE-sided models the NW collects data for developing these models, or trains the models on behalf of the UE, or is responsible for the inference process. 
b) For functionality-based management, the NW may only need to be aware AIML-enabled functionalities supported by UEs.
Proposal 2	Agree to the functional framework in Figure 3 depicting the blocks of data collection, training, inference, monitoring and management. FFS whether to keep/modify the arrows connecting the blocks.
Alternatively, go for a simplified version as the one in Figure 2, which is in line with RAN3’s study and only focuses on data collection, training, and inference.
Proposal 3	The side performing the inference should at least be responsible for data collection for model training and inference.
Proposal 4	In a model-ID-based LCM for UE-sided models, there are two cases to consider:
a) UE-sided model monitoring at the UE. Here there is no need for model-ID-awareness in the NW. For this case, the UE can effectively monitor its models and can autonomously trigger required actions (e.g., deactivation, switching, etc).
b) UE-sided model monitoring at the NW. Here the model-ID-awareness might be used to facilitate model managing/configurations by the NW (e.g. (non)applicability, model monitoring performance results).
Proposal 5	There is no motivation to introduce a functionality ID, as this might very well relate to UE capability description of AIML-enabled features.
Proposal 6	The responsibility for functionality LCM is on the side performing the inference.
Proposal 7	In a functionality-based LCM for UE-sided models, there are two cases to consider: a) UE-sided functionality monitoring at the UE. Here, the UE monitors or manages an AIML functionality on its own. So, the UE can autonomously trigger required actions (e.g., deactivation, switching, fallback, etc).
b) UE-sided functionality monitoring at the NW. Here, the UE reports the outcome of functionality monitoring to the NW, (e.g. (non)applicability, functionality monitoring performance results).
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