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1   Introduction
According to the agenda for 7.16.2.1, this paper is to discuss more details for model Id and mapping of functionality to entities.
Model ID: 1a. Applicability/Usefulness 1b. Can discuss also model meta-data that can be useful for LCM and the detailed cases/contexts of such usefulness. Should take into account R1 progress if any. At current meeting: No need to discuss whether metadata is a sub-part of a structured model ID or whether we have other IDs, algorithm ID, function ID etc. 
On a high level, Identify potential impacts to RRC and LPP UE capabilities or equivalent functionality if any.
Mapping of Functionality to entities, general aspects.  3: 

In this paper, the following terminologies are used:
· One-sided model: this is equal to one-sided AIML model
· Two-sided model: this is equal to two-sided AIML model
· UE-sided/gNB-sided/LMF-sided/Network-sided model: this is equal to UE-sided/gNB-sided/LMF-sided/Network-sided AIML model

2   Discussion
2.1 Model ID and meta-data
2.2.1 Considerations on model ID
RAN2#121b-e made the following agreements:
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK183][bookmark: OLE_LINK184](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS

For the globality, we think there are two ways:
· (1) Globally unique within a specific operator
· (2) Globally unique across multiple operators

Currently, an S-NSSAI identifies a Network Slice. According to TS 23.501, it can identify a single Network Slice within the PLMN. Then the combination of PLMN ID and S-NSSAI can identify a single Network Slice across multiple operators. For (1), we think it can work, and the combination of PLMN ID and model ID can identify a model across multiple operators.
For (2), we think it may take more efforts than (1), as the original model ID should be unique across multiple operators. For this way, the need and how it works should be further clarified.
Proposal 1: Model ID can be unique within a specific operator.

For model identification, RAN2 has figured out two directions. For Direction 1, it can be understood that how the model ID is allocated and assigned are left to implementation, and then it should be 3GPP transparent. For Direction 3, we think OAM can be the management node, and how the UE co-ordinates with OAM on the model ID can be further discussed.
Proposal 2: For Direction3, model ID assignment can involve OAM.

2.2.2 Meta data and relations between model ID and meta data
RAN2#121b-e made the following agreements:
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 

For the usage of meta data, we think that the meta-data is needed during model transfer/delivery, and there are two reasons, firstly, the meta-data is to provide necessary information to describe the model information, otherwise, the UE may not use the model information correctly; secondly, it is beneficial for inter-operability handling for UE and network.
Regarding the detailed information, we think at least model input info and output info can be included, and they should be use case specific. In addition, we also think use cases and side types can be included as well.

Proposal 3: Meta-data can be used in the model transfer/delivery.
Proposal 4: Meta-data can include the following information:
· What (sub) use cases are applicable for a specific model, e.g. CSI/BM/Positioning
· What types are applicable for a specific model, e.g. UE-sided model/UE part model for two-sided model
· Model input info and model output info, and both are use case specific
· Note: How these meta data information are defined may need discussions

For model transfer/delivery, we think it is important to consider the relations between model ID and meta data, and there are three ways:
· Option A: for model transfer/delivery, only model ID is indicated from node A to node B (node B will use the model for inference)
· Option B: for model transfer/delivery, both model ID and meta data are indicated from node A to node B(node B will use the model for inference). How meta data is defined is left to implementation. In TS 23.288, ML Model Interoperability Information has been defined (see the text below), which is similar to option B
· Option C: for model transfer/delivery, both model ID and meta data are indicated from node A to node B(node B will use the model for inference). Some info may be defined in meta data (as shown in the above proposal)

(from TS 23.288 Architecture enhancements for 5G System (5GS) to support network data analytics services)
	-	[OPTIONAL] ML Model Interoperability Information. This is vendor-specific information that conveys, e.g., requested model file format, model execution environment, etc. The encoding, format, and value of ML Model Interoperable Information is not specified since it is vendor specific information, and is agreed between vendors, if necessary for sharing purposes.



Proposal 5: For model transfer/delivery, RAN2 to discuss the relations between model ID and meta data, e.g. whether some of meta data information can be involved to model ID or not.

2.2.3 About model index
At RAN2#121b-e, some companies were interested in model index (or temporary/local model index/short model ID), some arguments are shown as below:
“Considering model activation/deactivation/switch/selection only occurs when UE is in CONNECTED state, a temporary model index can be assigned to each model through model configuration. Model activation/deactivation/switch/selection and fallback can rely on the model index, similar as SCell index for model activation, deactivation, switching and fallback. Based on the model index, both UE and network knows which AI/ML is being in use and monitored. ”

Firstly, we think (global) model ID can work for model control procedures. The potential issue is about overhead, e.g. it may lead to some overhead if model ID is frequently used in Uu interface. However, we think the overhead issue can be marked and further discussed, and then we can see where to go.
For model index, we understand the principle is that model ID may be long and NW can convert it to a shorter ID to be used in model control. It may save some overhead, but it also needs more thinking on solutions, e.g. the size of model index, how the NW does the mapping, how it works during the mobility cases, and etc.
Observation 1: Model ID can work for model control purposes.
Observation 2: The overhead due to model ID depends on the details of model ID, how frequent it is used in model control procedures.
Proposal 6: RAN2 to agree that whether there is a need of model index can be discussed in normative phase.

2.2 Mapping of functionality to entities
2.2.1 Background and progress of AI for NG-RAN (RAN3 led)
So far in RAN3, three use case are adopted for NG-RAN AI, i.e. network energy saving, load balancing and mobility optimization. Among these use cases, two categories are supported for model training and inference deployment. 
· Category A: The model training is located in OAM and model inference is located in gNB or gNB-CU in case of split architecture
· Category B: Both the model training and inference are located in the gNB or gNB-CU in case of split architecture

Therefore, both the training and inference functions are located in the network side, while there is no consideration for UE-sided or UE part models and CN is not involved. The adopted categories for each use case can be independent.
RAN3 has also defined the data collection function, which is used to provide input data to model training and inference functions. The data used as input can be from local node, UE side and neighbour nodes. For category A, the data for model training collected from UEs and gNBs, can be further sent to OAM.

2.2.2 Overview of LCM procedure
Before going into details of mapping, it is helpful to check the general LCM procedure. As shown in figure 1, for capability reporting and model identification, they are separate topics and our analysis can be found in section 2.4 and 2.5.
So we mainly address the following LCM aspects for the mapping discussion:
· Model training. Including data collection for training and training
· Model transfer/delivery
· Model monitoring. Including data collection for monitoring and monitoring
· Model control. Including model switching, selection, fallback, and etc
· Model inference. Including data collection for inference and inference

2.2.3 CSI related discussions (two-sided model and UE-sided model)
For CSI use cases, RAN1 agreed:
CSI feedback enhancement
•	CSI use case 1: Spatial-frequency domain CSI compression using two-sided AI model
•	CSI use case 2: CSI prediction using UE-sided model

Based on figure 1, the mapping analysis is shown as below:
· For CSI use case 1, two-sided AI model is agreed in RAN1, and thus model inference is located in UE and gNB respectively.
· For CSI use case 2, UE-sided model is agreed in RAN1, and thus model inference is only located in UE.
· For training:
· For data collection for training, UE, gNB and OAM can be involved. Regarding CN, we are not clear about the motivation and how it works, and additionally we are concerned about user data privacy issues.
· For training function, UE, gNB and OAM can be involved
· For model transfer/delivery, UE, gNB and OAM can be involved (DL model transfer/delivery from server/gNB to UE), and then model transfer/delivery solution 4, solution 1a/1b are possible solutions. Regarding CN (DL model transfer/delivery from CN to UE), solution 2a/2b are possible solutions, but it is related to data collection for training.
· For monitoring:
· For data collection for monitoring, UE, gNB and OAM can be involved, and it depends on requirements/solutions which can be further discussed, e.g. UE-based/NW-based/hybrid.
· For monitoring function, UE, gNB and OAM can be involved
· For model inference:
· For data collection for inference, UE and gNB can be involved
· For inference function, UE and gNB can be involved
· For model control, UE and gNB can be involved, and it depends on solutions which can be further discussed, e.g. UE-decided/NW-decided/hybrid

In conclusion, the proposed mapping is listed in the table below:
Table 1: Mapping of functionality for CSI use cases
	LCM aspect
	Mapped entities

	Model training
	Training and Data collection for training
	UE, gNB, OAM

	Model transfer/delivery
	UE, gNB, OAM

	Model monitoring
	Monitoring and Data collection for monitoring
	UE, gNB

	Model control
	UE, gNB

	Model inference
	Inference and Data collection for inference
	UE, gNB (for two-sided model)
UE (for UE-sided model)


Note: for gNB, if split architecture is considered, gNB-CU or gNB-DU may be considered for the mapping. This can be also considered for BM and positioning use cases.
Note: for CN, details may need to be checked by SA2. For OAM, details may need to be checked by SA5.

Proposal 7: For CSI use cases:
· For model training and model transfer/delivery, UE, gNB and OAM can be involved
· For model monitoring and model control, UE and gNB can be involved
· For model inference, UE and gNB can be involved for two-sided model, and UE can be involved for UE-sided model

Proposal 8: For all cases that may involve gNB, if split architecture is considered, gNB-CU or gNB-DU may be considered for the mapping, and RAN2 may further discuss which entity is suitable for a specific functionality.

2.2.4 BM related discussions
For BM use cases, RAN1 agreed:
Beam Management (BM) enhancement
•	BM use case 1: Spatial-domain DL beam prediction, with one-sided AI model (i.e., either in UE or NW)
•	BM use case 2: Temporal DL beam prediction, with one-sided AI model (i.e., either in UE or NW)

In the following, we provide technical analysis for UE-sided models and Network-sided models.

2.2.4.1 UE-sided models
Based on figure 1, we observe that UE-sided models for BM use cases share similar analysis to UE-sided models for CSI use cases (see section 2.2.1)

In conclusion, the proposed mapping is listed in the table below:
Table 2: Mapping of functionality for UE-sided models for BM use cases
	LCM aspect
	Mapped entities

	Model training
	Training and Data collection for training
	UE, gNB, OAM

	Model transfer/delivery
	UE, gNB, OAM

	Model monitoring
	Monitoring and Data collection for monitoring
	UE, gNB

	Model control
	UE, gNB

	Model inference
	Inference and Data collection for inference
	UE



Proposal 9: For UE-sided model for BM use cases:
· For model training and model transfer/delivery, UE, gNB and OAM can be involved
· For model monitoring and model control, UE and gNB can be involved
· For model inference, UE can be involved

2.2.4.2 Network-sided models
For network-sided models for BM use cases, our understanding is that inference function should be mapped to gNB based on RAN1 progress, and detailed analysis is shown as below:
· For training:
· For data collection for training, gNB and OAM can be involved. Regarding CN, we are not clear about the motivation and how it works, and additionally we are concerned about user data privacy issues.
· For training function, UE, gNB and OAM can be involved. Regarding CN, we are not clear which CN entity does the training and co-ordinations between CN entities
· There is no need to consider model transfer/delivery, and instead model delivery might be needed. gNB and OAM can be involved. Regarding CN (DL model delivery from CN to gNB), solutions can be discussed, but it is related to data collection for training.
· For monitoring:
· For data collection for monitoring, gNB and OAM can be involved
· For monitoring function, gNB and OAM can be involved
· For model inference:
· For data collection for inference, gNB can be involved
· For inference function, gNB can be involved
· For model control, gNB and OAM can be involved

In conclusion, the proposed mapping is listed in the table below:
Table 3: Mapping of functionality for network-sided models for BM use cases
	LCM aspect
	Mapped entities

	Model training
	Training and Data collection for training
	gNB, OAM

	Model transfer/delivery
	gNB, OAM

	Model monitoring
	Monitoring and Data collection for monitoring
	gNB, OAM

	Model control
	gNB, OAM

	Model inference
	Inference and Data collection for inference
	gNB



Proposal 10: For Network-sided model for BM use cases:
· For model training, model transfer/delivery, model monitoring and model control, gNB and OAM can be involved
· For model inference, gNB can be involved

2.2.5 Positioning related discussions
For positioning use cases, RAN1 agreed:
Positioning accuracy enhancement
•	Direct AI/ML positioning
	Note: this refers to the fact that the AI/ML model is directly producing the UE location as output
•	Assisted AI/ML positioning
	Note: this refers to the fact that the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods (e.g., triangulation).
•	For the above 2 points (i.e., direct/assisted AI/ML positioning), RAN1 have captured the following (sub)cases:
-	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning

There can be the following categories:
Table 4: Category for positioning use cases
	Category
	Sub use cases

	UE-sided model
	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning

	LMF-sided model
	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

	gNB-sided model
	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning



2.2.5.1 UE-sided model
Based on our paper [1], the basic flows for case 1 and case 2a are shown as below.

[image: ]
Figure 3: UE-sided model for Positioning use cases

Based on figure 1, we observe that UE-sided models for Positioning use cases share similar analysis to UE-sided models for CSI use cases (see section 2.2.1). The different is that LMF can be involved.

In conclusion, the proposed mapping is listed in the table below:
Table 5: Mapping of functionality for UE-sided models for Positioning use cases
	LCM aspect
	Mapped entities

	Model training
	Training and Data collection for training
	UE, gNB, LMF, OAM

	Model transfer/delivery
	UE, gNB, LMF, OAM

	Model monitoring
	Monitoring and Data collection for monitoring
	UE, gNB, LMF
Note: depends on requirements and solutions.

	Model control
	UE, gNB, LMF
Note: depends on requirements and solutions.

	Model inference
	Inference and Data collection for inference
	UE



Proposal 11: For UE-sided model for Positioning use cases:
· For model training and model transfer/delivery, UE, gNB, LMF and OAM can be involved
· For model monitoring and model control, UE, gNB and LMF can be involved, but it depends on requirements and solutions
· For model inference, UE can be involved

2.2.5.2 LMF-sided model
Based on our paper [1], the basic flows for case 2b and 3b are shown as below.

[image: ]
Figure 4: LMF-sided model for Positioning use cases

Based on figure 1, we observe that LMF-sided models for Positioning use case share similar analysis to Network-sided models for BM use cases.
In conclusion, the proposed mapping is listed in the table below:
Table 6: Mapping of functionality for LMF-sided models for Positioning use cases
	LCM aspect
	Mapped entities

	Model training
	Training and Data collection for training
	LMF, OAM

	Model transfer/delivery
	LMF, OAM

	Model monitoring
	Monitoring and Data collection for monitoring
	gNB, LMF, OAM
Note: depends on requirements and solutions.

	Model control
	gNB, LMF, OAM
Note: depends on requirements and solutions.

	Model inference
	Inference and Data collection for inference
	LMF


Note: for some LCM aspects (e.g. model training), LMF is put in the above table, and it may need to be checked with SA2 whether/how to support LCM at LMF.

Proposal 12: For LMF-sided model for Positioning use cases:
· For model training and model transfer/delivery, LMF and OAM can be involved
· For model monitoring and model control, gNB, LMF and OAM can be involved, but it depends on requirements and solutions
· For model inference, LMF can be involved

2.2.5.3 gNB-sided model
Based on our paper [1], the basic flows for case 3a is shown as below.

[image: ]
Figure 5: gNB-sided model for Positioning use cases

Based on figure 1, we observe that gNB-sided models for Positioning use case share similar analysis to Network-sided models for BM use cases.
In conclusion, the proposed mapping is listed in the table below:
Table 7: Mapping of functionality for gNB-sided models for Positioning use cases
	LCM aspect
	Mapped entities

	Model training
	Training and Data collection for training
	gNB, OAM

	Model transfer/delivery
	gNB, OAM

	Model monitoring
	Monitoring and Data collection for monitoring
	gNB, LMF, OAM
Note: depends on requirements and solutions.

	Model control
	gNB, LMF, OAM
Note: depends on requirements and solutions.

	Model inference
	Inference and Data collection for inference
	gNB



Proposal 13: For gNB-sided model for Positioning use cases:
· For model training and model transfer/delivery, gNB and OAM can be involved
· For model monitoring and model control, gNB, LMF and OAM can be involved, but it depends on requirements and solutions
· For model inference, gNB can be involved

According to the description in TS 38.305 for positioning reference unit (PRU), a PRU at a known location can perform positioning measurements (e.g., RSTD, RSRP, UE Rx-Tx Time Difference measurements, etc.) and report these measurements to a location server. Additionally, a PRU can transmit SRS to enable TRPs to measure and report UL positioning measurements (e.g., RTOA, UL-AoA, gNB Rx-Tx Time Difference, etc.) from a PRU with known location.
From a location server perspective, the PRU functionality is realized by a UE with known location. The location server can compare the PRU measurements with the measurements expected at the known PRU location to determine correction terms for other nearby target devices.

Regarding data collection for AI/ML model training for AI/ML based positioning, the PRU is identified as one of the options of entity to generate ground-truth label according to RAN1’s previous agreements. 
For direct AI/ML positioning, the ground-truth label is UE’s location, which could be provided by PRU with known location (e.g., UE-sided model), LMF with known PRU location (e.g., LMF-sided model), or network entity with known PRU location (gNB-sided model), etc. 
For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output, which could be generated directly by PRU or calculated based on measurement/location by PRU. Other training data like measurement corresponding to model input could also be obtained by PRU (at least for Case1/2a/2b).
PRU may be the optional entity for deriving the monitoring metric at least for UE-sided model (Case 1/2a), but it’s still under evaluation by RAN1.

Observation 3: PRU is considered as UE when discussing the signalling flows for solutions.

2.3 UE capability reporting
For UE capability discussion, RAN2 made the following progress at RAN2#121b-e:
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 

For model-based LCM and functionality-based LCM, we think the two general aspects can be considered:
· Static UE capability reporting for AIML based features
· Dynamic UE capability reporting for AIML based features

Currently, TS 38.306 and TS 38.331 have defined some UE capability reporting mechanisms/frameworks, and here are some examples:
· For a specific feature, there is a set of capabilities, e.g. csi-ReportFramework
· The combination of some capabilities which can be configured simultaneously, e.g. CA-ParametersNR
For CSI and BM cases, we think that the existing RRC reported UE capability mechanisms/frameworks as defined in TS 38.306 and 38.331 can be used a starting point
For positioning, currently, UE reports related capability via LPP message to LMF. Likewise, it is desirable to take the exiting LPP reported capability as a starting point.
And then we can check the gaps between the requirements and existing mechanisms/frameworks for UE capability.

Proposal 14: For static UE capability for AI/ML methods, RAN2 to agree to use existing mechanisms for RRC reported and LPP reported capabilities as a starting point.

Currently, there are three AI/ML based use cases, i.e. CSI feedback enhancement, Beam management, Positioning accuracy enhancement. We understand that different use cases may need different UE capabilities, e.g. for CSI feedback compression related AI/ML handling, two-sided AI/ML models would need some specific UE capabilities.
In addition, based on the identified LCM aspects so far, we think that different LCM aspects may need different UE capabilities.
In summary, we think that RAN2 can discuss AI/ML UE capabilities per use case and per LCM aspects.
Proposal 15: Static UE capability for AI/ML methods can be discussed:
· Per (sub) use case, e.g. CSI, BM, Positioning
· Per LCM aspect, e.g. dataset delivery/data collection, training, inference, monitoring, model switching, model update, and etc

As mentioned in section 2.5, RAN1 had a WA on model identification and functionality identification. For model identification, we think it may impact UE capability reporting, and for functionality identification, the impacts on UE capability reporting is not so clear.
For model identification, RAN2#119bis-e assumed that a model is identified by a model ID. Then regarding how the UE and NW can be synchronized to achieve the goal, our views are as below:
· It may depend on model transfer/delivery solutions, e.g. for option 4 (server transfers/delivers models to UE), the UE may need to tell 3GPP network about some necessary information about the stored models; for option 1a (gNB transfers/delivers models to UE via RRC signalling), the UE may have got some models and be aligned with the NW on models
· If model ID can be included in AI/ML UE capability reporting, what other information is needed
Proposal 16: Static UE capability reporting may correspond to model transfer/delivery solutions, e.g. the order between UE capability reporting and model transfer/delivery solutions, what other information is needed if model ID can be included in AI/ML UE capability reporting.

For dynamic UE capability reporting, at RAN2#112b-e meeting, there were some discussions on the requirements [2], but no conclusions were made. Here are the latest FL’s proposals as below:
	Study the mechanism about whether/how to allow UE to report/update applicable functionality(es) among configured functionality(es), where the applicable functionalities may be a subset of all configured functionalities.
Study the mechanism about whether/how to allow UE to report/update applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
Note: this agreement is not related to UE capability report.



We understand that the RAN1 discussion is mainly about how the UE informs the network of necessary information, so that the network can efficiently adjust the configurations for AIML based features. Then we have the following opinions:
· If the network is responsible for configuring appropriate model/functionality in suitable scenarios, it may not be needed for UE to report such information to network.
· RAN1 is still studying the possibilities. If RAN1 is to confirm such needs, the requirements are more about the UE reporting of some information to the network for the assistance/request. And then, whether it is part of UE capability reporting or UE assistance information may be discussed in RAN2

Observation 4: If the network is responsible for configuring appropriate model/functionality in suitable scenarios, it may not be needed for UE to report such information to network.
Observation 5: One possible requirement for dynamic UE capability reporting is that, the UE may report/update applicable functionality/model to the network. RAN1 discussed the need at RAN#112b-e meeting, but no conclusions were made.
Observation 6: For the UE reporting of applicable information to the network, whether it is part of UE capability reporting or UE assistance information may be discussed in RAN2.

Proposal 17: For dynamic UE capability reporting, RAN2 to discuss the requirements first. The previous RAN1 discussions can be considered:
· Study the mechanism about whether/how to allow UE to report/update applicable functionality(es) among configured functionality(es), where the applicable functionalities may be a subset of all configured functionalities.
· Study the mechanism about whether/how to allow UE to report/update applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

In addition, we think that the static UE capability may define the upper limit of capabilities, e.g. computational complexity of model inference, LCM related complexity and storage overhead. It may happen that after the network enables AIML model/functionality for the UE, the AIML resources may (dynamically) change at UE side, so it may be helpful for the network to get such information and use it for appropriate decisions.
Proposal 18: For dynamic UE capability reporting, RAN2 to discuss whether the AIML resources for model/functionality will (dynamically) change or not, and if yes, whether the UE needs to inform the network of such information or not.

2.4 Functionality-based LCM
In the RAN1#112 meeting, the following agreements were achieved for model control regarding functionality-based LCM and model-ID-based LCM:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 




In the RAN1#112bis-e meeting, for AIML functionality identification and functionality-based LCM, the following agreement is achieved:
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.



For legacy 3GPP features, we understand that it consists of the following aspects:
· UE capability per Feature/FG
· Signalling procedures, e.g. UE capability reporting, configuration

For functionality-based LCM, we understand that is consists of the following aspects:
· UE capability per Feature/FG
· Data collection (for training/inference/monitoring)
· Signalling procedures for functionality control, e.g. UE capability reporting, configuration

Compared to legacy principle, the new one is about data collection. It can be referred to data collection discussion. For now, we observe that RAN2 is discussing data collection part, which should cover cover both model-based and functionality-based LCM.
Observation 7: Data collection part disc should cover both model-based and functionality-based LCM.

And for functionality identification, the model control could be managed on the functionality configuration as the legacy 3GPP framework of Features, where one or more than one Functionalities may be defined within an AI/ML-enabled feature. What’s more, how many UE part/UE-side models for per functionality exist at per UE may be transparent to gNB, while Network part/Network-side model is up to Network implementation and is transparent to UE. The activation/deactivation of functionality doesn’t necessarily means the activation/deactivation of specific AI models. It’s the feature that is activated/deactivated. UE can control the model transparently to NW when a functionality is activated. The fallback mechanism could be achieved by configuring the non-AIML features for the target UE and this could be indicated by NW to UE. This means the interactions of NW and UE to support the functionality-based LCM may have RAN2 specification impact, which may require RAN1’s progress on, e.g. data collection requirements for model training/inference/monitoring, UE capability reporting for NW to be aware of features that UE supports, etc. According to the agreement above from last RAN1 meeting, the functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s) for UE-side models and/or UE-part of two-sided models. So the configuration of AI/ML-enabled Feature/FG could be a basis for functionality-based LCM, which may result in RAN2 impacts. E.g., the ‘activation’ of a feature (e.g. CSI prediction) could be a set of RRC configuration parameters for reporting predicted information, while the ‘deactivation’ of that feature could be de-configuring that report.
Observation 8: For functionality identification, legacy principle of 3GPP Features could be a starting point for RAN2 to discuss (discussion of UE part/UE-side model could be prioritized).

For the following FFS, we think RRC signalling can be used for the purposes, and details can be checked once more RAN1 progress is to be made. For frequent functionality control, the requirements should be clarified by RAN1.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

Proposal 19: RRC signalling can be used to do functionality control.

For the following FFSes, we think that the network can have necessary information (e.g. scenarios), and then the network can make appropriate decisions correspondingly. In addition, the addition conditions may need more RAN1 progress, so RAN1 can firstly identify the need and detailed requirements, and then RAN2 can follow.
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality

Observation 9: For RAN2 impacts on additional conditions, more RAN1 progress will be helpful.

RAN1 is mainly discussing functionality-based LCM of UE-side models and/or UE-part of two-sided models. For functionality-based LCM of network-sided models, we think there are some use cases, such as:
· BM (gNB-sided model)
· Positioning (gNB-sided model)
· Positioning (LMF-sided model)

For these functionalities, we think there may be some data collection requirements, as anyway the network will do the training, which needs training data collection. Some of training data may come from UE.

Observation 10: For functionality-based LCM of network-sided models, data collection part may have 3GPP impacts.
3   Conclusion
In this paper, we follow the RAN2#122 agenda, and provide technical analysis on model ID and meta-data, mapping of functionality to entities, UE capability reporting, and functionality-based LCM.
Our observations and proposals are listed as below:

Model ID and meta-data
Observation 1: Model ID can work for model control purposes.
Observation 2: The overhead due to model ID depends on the details of model ID, how frequent it is used in model control procedures.

Proposal 1: Model ID can be unique within a specific operator.
Proposal 2: For Direction3, model ID assignment can involve OAM.
Proposal 3: Meta-data can be used in the model transfer/delivery.
Proposal 4: Meta-data can include the following information:
· What (sub) use cases are applicable for a specific model, e.g. CSI/BM/Positioning
· What types are applicable for a specific model, e.g. UE-sided model/UE part model for two-sided model
· Model input info and model output info, and both are use case specific
· Note: How these meta data information are defined may need discussions
Proposal 5: For model transfer/delivery, RAN2 to discuss the relations between model ID and meta data, e.g. whether some of meta data information can be involved to model ID or not.
Proposal 6: RAN2 to agree that whether there is a need of model index can be discussed in normative phase.

Mapping of functionality to entities
Observation 3: PRU is considered as UE when discussing the signalling flows for solutions.

Proposal 7: For CSI use cases:
· For model training and model transfer/delivery, UE, gNB and OAM can be involved
· For model monitoring and model control, UE and gNB can be involved
· For model inference, UE and gNB can be involved for two-sided model, and UE can be involved for UE-sided model

Proposal 8: For all cases that may involve gNB, if split architecture is considered, gNB-CU or gNB-DU may be considered for the mapping, and RAN2 may further discuss which entity is suitable for a specific functionality.

Proposal 9: For UE-sided model for BM use cases:
· For model training and model transfer/delivery, UE, gNB and OAM can be involved
· For model monitoring and model control, UE and gNB can be involved
· For model inference, UE can be involved

Proposal 10: For Network-sided model for BM use cases:
· For model training, model transfer/delivery, model monitoring and model control, gNB and OAM can be involved
· For model inference, gNB can be involved

Proposal 11: For UE-sided model for Positioning use cases:
· For model training and model transfer/delivery, UE, gNB, LMF and OAM can be involved
· For model monitoring and model control, UE, gNB and LMF can be involved, but it depends on requirements and solutions
· For model inference, UE can be involved

Proposal 12: For LMF-sided model for Positioning use cases:
· For model training and model transfer/delivery, LMF and OAM can be involved
· For model monitoring and model control, gNB, LMF and OAM can be involved, but it depends on requirements and solutions
· For model inference, LMF can be involved

Proposal 13: For gNB-sided model for Positioning use cases:
· For model training and model transfer/delivery, gNB and OAM can be involved
· For model monitoring and model control, gNB, LMF and OAM can be involved, but it depends on requirements and solutions
· For model inference, gNB can be involved

UE capability reporting
Observation 4: If the network is responsible for configuring appropriate model/functionality in suitable scenarios, it may not be needed for UE to report such information to network.
Observation 5: One possible requirement for dynamic UE capability reporting is that, the UE may report/update applicable functionality/model to the network. RAN1 discussed the need at RAN#112b-e meeting, but no conclusions were made.
Observation 6: For the UE reporting of applicable information to the network, whether it is part of UE capability reporting or UE assistance information may be discussed in RAN2.

Proposal 14: For static UE capability for AI/ML methods, RAN2 to agree to use existing mechanisms for RRC reported and LPP reported capabilities as a starting point.
[bookmark: _GoBack]Proposal 15: Static UE capability for AI/ML methods can be discussed:
· Per (sub) use case, e.g. CSI, BM, Positioning
· Per LCM aspect, e.g. dataset delivery/data collection, training, inference, monitoring, model switching, model update, and etc
Proposal 16: Static UE capability reporting may correspond to model transfer/delivery solutions, e.g. the order between UE capability reporting and model transfer/delivery solutions, what other information is needed if model ID can be included in AI/ML UE capability reporting.
Proposal 17: For dynamic UE capability reporting, RAN2 to discuss the requirements first. The previous RAN1 discussions can be considered:
· Study the mechanism about whether/how to allow UE to report/update applicable functionality(es) among configured functionality(es), where the applicable functionalities may be a subset of all configured functionalities.
· Study the mechanism about whether/how to allow UE to report/update applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
Proposal 18: For dynamic UE capability reporting, RAN2 to discuss whether the AIML resources for model/functionality will (dynamically) change or not, and if yes, whether the UE needs to inform the network of such information or not.

Functionality-based LCM
Observation 7: Data collection part disc should cover both model-based and functionality-based LCM.
Observation 8: For functionality identification, legacy principle of 3GPP Features could be a starting point for RAN2 to discuss (discussion of UE part/UE-side model could be prioritized).
Observation 9: For RAN2 impacts on additional conditions, more RAN1 progress will be helpful.
Observation 10: For functionality-based LCM of network-sided models, data collection part may have 3GPP impacts.

Proposal 19: RRC signalling can be used to do functionality control.
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