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1. Introduction
[bookmark: _Hlk127256742]In RAN1 #109 emeeting, RAN1 achieved a conclusion as shown in below to leave RAN2 and/or RAN3 to discuss:
	Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.


As of RAN2#121 meeting, this issue has never been touched due to the intention is not crystal clear from RAN2 perspective. In this contribution, our intents is to clarify the necessity of the functionality mapping determination and share our views on the functionality mapping at NW side.
2. [bookmark: _Toc7959][bookmark: _Toc20109][bookmark: _Toc12718547]Discussion
2.1 The reason to discuss functionality mapping
In RAN1 discussion, the following aspects are included in the life cycle management (LCM)
· Data Collection
· Model training
· [Model Registration]
· Model deployment
· Model transfer
· [Model Configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· UE capability
Each functionality defined in the LCM may need the interaction between UE and NW, and not all of them the interaction between NW and UE can be done only via the air-interface, for example, the data collection, the model training/update, model inference, the model monitoring. To further study, the interaction for the functionalities, the functionality mapping within NW side should be studied and confirmed to facilitate the study on LCM. 
[bookmark: _Toc134795598]In order to facilitate the study on LCM, the functionality mapping within the NW should be settled in advance .
After three meetings’ discussion on AI/ML for PHY, RAN2 identified that there were at least two functionalities in LCM have RAN2’s involvement, one is data collection, and the other one is model transfer/delivery. By following the identifications, RAN2 also has made some progresses to summarize several candidates for each functionality for further study. However, the continuation of studying the both features is reaching the bottleneck due to the lack of the information and assistance from other WGs.
[bookmark: _Toc134795599]RAN2 has made progresses on the data collection and model transfer/delivery, but the bottleneck has been reached due to the lack of information and assistance from other WGs, RAN2 need to find a way out to continue the discussion for the identified functionality in LCM (i.e. data collection, model transfer/delivery)
Furthermore, for model transfer/delivery, there are up to 7 candidates [1] on the table according to the discussion, it is not a good idea for RAN2 to study every candidate solution evenly since it is quite time-consuming and only the limited TUs are allocated to RAN2, and hence, we understand that we need prioritize some of the 7 candidates for study. To find out those prioritization, the model training functionality mapping within NW side need to be concluded, it is because the logical entity/function of the model training is most likely to be one endpoint of the model transfer/delivery where the AI model is stored to our understanding.
[bookmark: _Toc134795600]The logical entity/function that is in charge of model training is a key factor to select the model transfer/delivery alternatives as prioritization among the candidates on the table.
In addition, RAN2 also have summarized out 7 legacy frameworks to be evaluated for the data collection, among those frameworks, various NW entity/functions may get involved in different candidate frameworks. Besides, the data collection have different purposes for LCM, the framework may be variated on the basis of the different purposes for LCM(e.g. model training, model inference, etc). Therefore, to select and evaluate the most suitable framework of data collection for different purposes of LCM, such as model training, model inference, model monitoring, the first thing need to be done is to figure out the logical function/entities to which the model training and model inference should be mapping.
[bookmark: _Toc134795601]The logical entity/function that is in charge of model training, model inference, model monitoring, model dynamical operation should be determined before evaluating the candidates for data collection on the table.

2.2 Functionality Mapping
Model Training/Update and Model inference
RAN 3 have no TU allocated for AI for PHY so that there is no chance for them to actively trigger the discussion. However, the good thing is that RAN3 have studied the functionality mapping of model training and model inference in the study item of AI for RAN, the outcome indicated in TS 37.817 can be a reference for RAN2 discussion. In order to provide the convenience, the model training and model inference mapping within the NW for AI for RAN is shown as below:
=================== TS 37.817-h00 for AI for RAN ===============================
5.1	Network Energy Saving
../*omit for short*/
5.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based network energy saving:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
…/*omit the useless part*/
5.2	Load Balancing
../*omit for short*/
5.2.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based load balancing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
…/*omit the useless part*/
5.3	Mobility Optimization
../*omit for short*/
5.3.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, the following two options are considered: 
-	The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
-	Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node
Furthermore, for CU-DU split scenario, following option is possible:
-	AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
…/*omit the useless part*/
============================ TS 37.817-h00 =================================
According to above quotation, it can be seen the functionality mapping of model inference and model training is use case specific, and the model training can reside in either gNB(CU in gNB split case) or OAM for each use case, and the model inference only can reside in gNB (CU in gNB split case) for each use case.
[bookmark: _Toc134795602]In the study item of AI for RAN, RAN 3 had studied the functionality mapping within the NW, and the conclusion is that : 1)the functionality mapping is use case specific; 2)the model training can reside either gNB( CU in gNB split case) or OAM for each use case;3) the model inference only can reside in gNB (CU in gNB split case) for each use case.
In SA/CT, there exists a logical function NWDAF (i.e Network Data Analytics Function) for data collection, ML model training, ML model exposure, please see the quotation of the TS 23.288
===================== From 23.288-h70 ======================================
The NWDAF provides analytics to 5GC NFs and OAM as defined in clause 7. An NWDAF may contain the following logical functions:
· Analytics logical function (AnLF): A logical function in NWDAF, which performs inference, derives analytics information (i.e. derives statistics and/or predictions based on Analytics Consumer request) and exposes analytics service i.e. Nnwdaf_AnalyticsSubscription or Nnwdaf_AnalyticsInfo.
· Model Training logical function (MTLF): A logical function in NWDAF, which trains Machine Learning (ML) models and exposes new training services (e.g. providing trained ML model) as defined in clause 7.5 and clause 7.6.
==================== From 23.288-h70 =======================================
Even though NWDAF can provide service of the data collection and model training for CN, there is no any interface between NWDAF and gNB, which means the model deployment will cause the significant specification impact on both SA/RAN 3 if the model is trained and stored at NWDAF but the model inference is at gNB.
[bookmark: _Toc134795603]In SA, the NWDAF is the logical function for CN to collect the data and train the ML model by the event provided/triggered by AMF, SMF, etc. However, such logical function have no any interface to connect to the gNB.
When it comes to the AI for PHY, there are multiple use cases of AI for PHY with the NW-sided or two sided AI model, please see below
· AI based CSI feedback enhancement with two sided model
· AI based BM with NW sided model
· AI based Positioning with gNB sided model
· AI based Positioning with LMF sided model
Considering the different user cases may have different requirements on the model training and model inference, so we suggest the functionality mapping of model training and model inference is also use case specific.
[bookmark: _Toc134795604]For NW sided or two sided model, the functionality mapping of the model training and model inference is use case specific
Regarding the model inference, according to the TS 37.817, the logical entity at gNB side for model inference is gNB or CU in gNB split case. According to the TS 23.288, the NWDAF is a NW function at CN side for the model inference. In addition to the gNB, CU in gNB split case, NWDAF, to our understanding, the DU in gNB split case, and LMF in CN also can be taken into account for the model inference.   
[bookmark: _Toc134795605]The candidates logical entity/function within the NW for settling the model inference functionality is: 1) gNB, CU or DU in gNB split case 2) OAM 3) CN including LMF and NWDAF.
For selecting the logical entity for model inference intuitively, the first criteria is the logical entity for model inference shall be closed to the logical entity that applies the output of the model inference as much as possible from which the delay caused by forwarding the output of the model inference to the applied logical entity can be saved. 
[bookmark: _Toc134795606]One intuitive rule to select the logical entity from the candidate logical entities (e.g. gNB, CU, DU, NWDAF, LFM) for model inference is to minimize the number of the interfaces for propagation of the output of the model inference to the logical entity where the output is applied.
With above observation, the logical entity for applying the output of the model inference for each use case is shown as below:
· for AI based CSI and AI based BM, the logical entity, where the output of the model inference is applied, is gNB or DU in gNB split case.
· For AI based positioning with LMF sided model, the logical entity, where the output of the model inference is applied, is LMF, 
· For AI based positioning with gNB sided model, the logical entity where the output of the model inference is applied, is gNB or DU in gNB split case. 
For the convenience of understanding the table, we take the use case of CSI feedback as an example, it is obvious that the DU is responsible for collecting input data of the model inference as well as the applying the output data of the model inference, so the total number of involved interface: 
According to the rules present in observation 8, the model inference functionality mapping within the NW side is determined as below:
1：For AI based CSI feedback and AI based BM with NW sided model, the gNB, or DU in gNB split case is the logical entity for the model inference. 
[bookmark: _Toc134795607]For AI based CSI feedback and AI based BM with NW sided AI model, RAN2 assumes the gNB is the logical entity for the model inference. In gNB split case, DU is the logical entity for the model inference..
2: For AI based positioning with gNB sided model, the gNB, or DU in gNB split case is the logical entity for the model inference.
[bookmark: _Toc134795608]For AI based positioning with gNB sided model, RAN2 assumes the gNB is the logical entity for the model inference operation. In gNB split case, DU is the logical entity for the model inference operation.
3: For AI based positioning with LMF sided model, the LMF is the logical entity for the model inference.
[bookmark: _Toc134795609]For AI based positioning with LMF sided model, RAN2 assumes the LMF is the logical entity for model inference.
Regarding the model training/update. For the logical entity at gNB, RAN3 have clarified both CU and OAM can be the logical entity for model training in TS 37.817. Moreover, according to the knowledge from RAN3, they have a common understanding that the CU is mainly used for the on-line training due to the limited storage capability of CU, and the OAM is mainly used for the off-line training since the OAM is able to store the dataset which is collected offline, as for the DU, it cannot be responsible for training a model due to its lower computation capability.
For the logical entity at CN, only NWDAF so far is a logical function to collect the data from UE and train a ML model with the collected data.
Considering the model training may requirement more powerful logical entity/function, it is a safe way to choose the logical entities/functions for model training for AI for PHY those are confirmed by RAN3 and SA2. That is, the candidates logical entity at gNB side for model training can be gNB or CU, OAM. and the candidates logical entity at CN side for model training only can be NWDAF.
[bookmark: _Toc134795610]Considering the logical entity/function shall be powerful enough to perform the model training, the candidates for model training at gNB side is 1)gNB or CU; 2)OAM. And the candidates for model training at CN side is NWDAF and/or LMF.
In this sense, for AI based CSI feedback, AI based beam management, AI based positioning with gNB sided model, it is not a good idea to choose NWDAF for model training while the model inference is performed in the gNB (DU) since there is no interface between NWDAF and gNB yet.
So we propose:
[bookmark: _Toc134795611]For AI based CSI feedback enhancement with NW sided model, AI based BM with NW sided model, AI based positioning with gNB sided model, RAN2 assumes the model training can reside in gNB, CU in gNB split case, or OAM.
For AI based Positioning with LMF sided model, it cannot be implemented if the model training at gNB side since the LPP PDU is transparent to gNB, and hence gNB have no capability to collect the data for model training directly from LPP. Therefore, the logical function in the CN is the only option for the model training function to reside in. Among the NF in the CN, NWDAF is a good choice since the NWDAF is dedicatedly used for ML model training, regarding the LMF, we need more information from SA/CT to evaluate whether the LMF can be a NF to train a model.
[bookmark: _Toc134795612]For AI based Positioning LMF sided model, RAN2 assumes the model training  reside in LMF and/or NWDAF, which shall be confirmed by SA2/CT1 somehow. 

Model Monitoring
For model monitoring, according to the latest RAN 1 agreement about it:
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
Monitoring based on inference accuracy, including metrics related to intermediate KPIs
Monitoring based on system performance, including metrics related to system peformance KPIs
Other monitoring solutions, at least following 2 options.
Monitoring based on data distribution
Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
Output-based: e.g., drift detection of output data
Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


It can be seen that the model monitoring so far is not stable, the functionality mapping of the model monitoring cannot be done until RAN1 have achieved enough progress on it. 
[bookmark: _Toc134795613]The model monitoring study is still ongoing in RAN 1 discussion, according to the latest agreement in RAN1, there are 4 solutions for AI model monitoring on the table and each solution may cause a different understanding on the functionality mapping within the NW.

3. Conclusion and proposals 
In this contribution, we discussed the model transfer for AI for PHY with the following observations and proposals:
Obsevation 1.	In order to facilitate the study on LCM, the functionality mapping within the NW should be settled in advance .
Obsevation 2.	RAN2 has made progresses on the data collection and model transfer/delivery, but the bottleneck has been reached due to the lack of information and assistance from other WGs, RAN2 need to find a way out to continue the discussion for the identified functionality in LCM (i.e. data collection, model transfer/delivery)
Obsevation 3.	The logical entity/function that is in charge of model training is a key factor to select the model transfer/delivery alternatives as prioritization among the candidates on the table.
Obsevation 4.	The logical entity/function that is in charge of model training, model inference, model monitoring, model dynamical operation should be determined before evaluating the candidates for data collection on the table.
Obsevation 5.	In the study item of AI for RAN, RAN 3 had studied the functionality mapping within the NW, and the conclusion is that : 1)the functionality mapping is use case specific; 2)the model training can reside either gNB( CU in gNB split case) or OAM for each use case;3) the model inference only can reside in gNB (CU in gNB split case) for each use case.
Obsevation 6.	In SA, the NWDAF is the logical function for CN to collect the data and train the ML model by the event provided/triggered by AMF, SMF, etc. However, such logical function have no any interface to connect to the gNB.
Proposal 1.	For NW sided or two sided model, the functionality mapping of the model training and model inference is use case specific
Obsevation 7.	The candidates logical entity/function within the NW for settling the model inference functionality is: 1) gNB, CU or DU in gNB split case 2) OAM 3) CN including LMF and NWDAF.
Obsevation 8.	One intuitive rule to select the logical entity from the candidate logical entities (e.g. gNB, CU, DU, NWDAF, LFM) for model inference is to minimize the number of the interfaces for propagation of the output of the model inference to the logical entity where the output is applied.
Proposal 2.	For AI based CSI feedback and AI based BM with NW sided AI model, RAN2 assumes the gNB is the logical entity for the model inference. In gNB split case, DU is the logical entity for the model inference..
Proposal 3.	For AI based positioning with gNB sided model, RAN2 assumes the gNB is the logical entity for the model inference operation. In gNB split case, DU is the logical entity for the model inference operation.
Proposal 4.	For AI based positioning with LMF sided model, RAN2 assumes the LMF is the logical entity for model inference.
Obsevation 9.	Considering the logical entity/function shall be powerful enough to perform the model training, the candidates for model training at gNB side is 1)gNB or CU; 2)OAM. And the candidates for model training at CN side is NWDAF and/or LMF.
Proposal 5.	For AI based CSI feedback enhancement with NW sided model, AI based BM with NW sided model, AI based positioning with gNB sided model, RAN2 assumes the model training can reside in gNB, CU in gNB split case, or OAM.
Proposal 6.	For AI based Positioning LMF sided model, RAN2 assumes the model training  reside in LMF and/or NWDAF, which shall be confirmed by SA2/CT1 somehow.
Obsevation 10.	The model monitoring study is still ongoing in RAN 1 discussion, according to the latest agreement in RAN1, there are 4 solutions for AI model monitoring on the table and each solution may cause a different understanding on the functionality mapping within the NW.
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