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1. Introduction
In RAN2 #121bis meeting[1], some general aspects of LCM were discussed considering the progress in RAN1 as the reference, the achieved agreements and FFS are shown as below：
	· [bookmark: OLE_LINK10]FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 
[bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).

R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage 

Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
(e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery
LCM purpose. 
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS
                  



In this contribution, we will provide our views on the remaining issues, which includes model ID and model usage, general functional framework, LCM mechanisms.
2. Discussion
2.1 Model ID and Model usage
[bookmark: OLE_LINK4]In the latest RAN2 meeting, model ID and its usage are fully discussed, however, there are still some FFS which are needed to be clarified. Regarding the global model ID, following two directions were considered as a starting point:
[bookmark: OLE_LINK5]- Direction1: Pre-defined/hard-coded global unique model ID 
[bookmark: OLE_LINK41]- Direction3: Assigned global unique model ID via specific ID management node.
[bookmark: OLE_LINK42][bookmark: OLE_LINK40][bookmark: OLE_LINK39][bookmark: OLE_LINK16]Roughly speaking, the aforementioned directions are feasible. However, in our views, AIML model can be considered as a valuable asset, with its data is strongly related with AIML model’s vendor/owner, due to the security and privacy of the data of AIML model, a collaboration manner for managing the various AIML,models would be preferable. Our contribution[2] proposes an potential AI/ML system architecture with MEC, which shows the AIML models are managed in AI-AMO(cloud), which is similar with the specific ID management node. Hence, we lean towards achieving the globality of the Model ID through Direction 3. The global unique model ID may associate with vendor ID, applicable scenario/feature/function, model version, accuracy, parameter descriptor, compute descriptor, storage descriptor and etc 
[bookmark: OLE_LINK12]Proposal 1: Suggest to achieve globality of the Model ID through Direction 3(Assigned global unique model ID via specific ID management node).
[bookmark: OLE_LINK50][bookmark: OLE_LINK49]However, taking into account the excessive length of the global model ID, its frequent transmission over Uu interface will result in huge overhead, hence, it is recommended to introduce a short logical/local model ID, which is used to ensure consistent understanding of the required information for AI/ML used by NW and UE for certain LCM purposes, e.g., model identification and model selection/switching/activation/deactivation. Moreover, the logical/local ID can represent different resource configuration/different input or output/different implementation for a single function, which consists of scenario, feature, function, and local index.
Proposal 2: Introduce a logical/ local ID to used in RAN side, the logical/ local ID may include scenario, feature, function, and local index and etc.
[bookmark: OLE_LINK51]Based on above discussion, if the logical/local model ID is agreed to be introduced, it is essential to establish a clear mapping between the logical/local model ID and the global model ID, The potential methods of above mapping are proposed as below: 
- Method1:Logical/local AI/ML model ID directly/hierarchically maps to the global AI/ML model ID by predefined/fixed.
- Method2:Logical/local AI/ML model ID maps to the global AI/ML model ID with the RRC configuration
[bookmark: OLE_LINK15]Proposal 3: Suggest RAN2 to further study the methods of mapping between logical/local model ID and global model ID, if logical/local model ID is introduced.
[bookmark: OLE_LINK13]Regarding the model ID usage, apart from the agreements LCM purposes in the discussion of the offline report of Model ID (incl meta data) progress [3], the usage of the model ID for other LCM purposes remains unclear and confusing.
· [bookmark: OLE_LINK18]Model monitoring
[bookmark: OLE_LINK21]The model monitoring process typically involves gathering relevant monitoring input, using monitoring calculations to generate monitoring output or results. Based on the monitoring output or results, an entity (UE, NW) makes a decision that is related to follow-up LCM purposes, such as selection, switching, deactivation, activation, fallback, and so on. Additionally, the decision can help to determine to maintain the current AI model. Model monitoring and decision can be deployed by the same entity or different entities. Figure1 illustrates the basic flow of the model monitoring procedure. Hence, study model monitoring operation needs to consider the location of model monitoring and decision.



 Figure.1 Basic model monitoring procedure
[bookmark: OLE_LINK27]Proposal 4: Study model monitoring operation needs to consider the location of model monitoring and decision.
[bookmark: OLE_LINK25]Model monitoring plays a crucial role in improving the efficiency of LCM. To achieve this, it is advantageous to monitor multiple AI/ML models simultaneously in order to select the most suitable one or more. However, it is important to note that frequent monitoring will lead to increase signaling overhead. Therefore, it is reasonable to monitor several AI/ML models together during the model monitoring operation..
Obervation1: It is reasonable to monitor multiple AIML models at once model monitoring operation.
[bookmark: OLE_LINK14]According to RAN1 discussion, it is evident that the input for model monitoring can include model inference output, and/or ground truth, and/or measurement result(corresponding AI-based), other assistant information and etc, Consequently, in certain cases, it may be necessary to consider the configuration of model monitoring to obtain the required input. This configuration step forms a part of the overall model monitoring process. For example, if network-triggered model monitoring is employed, the NW may configure monitoring parameters on the UE for a specific AI/ML-enabled feature, such as monitoring objects.

[bookmark: OLE_LINK26][bookmark: OLE_LINK17][bookmark: OLE_LINK30][bookmark: OLE_LINK33]Roughly analysis various cases of model monitoring in different AIML model types, i.e., UE-side AIML model, NW-sided model, two-sided model(UE part and NW part), it is a consensus for companies that the AIML model types depends on the model inference location. Moreover, it is noted that the model inference operation procedure implies that one or more AIML models is deployed and working for the specific use cases.

- For UE-sided/UE part-sided AIML model, the cases of model monitoring are listed as below
Case1: Model monitoring and decision are located in UE side;
Case2: Model monitoring is located UE side, and decision is located in NW side;
Case3: Model monitoring and decision are located in NW side;
Case4: Model monitoring is located NW side, and decision is located in UE side
- For NW-sided/NW part-sided AIML model, the cases of model monitoring are listed as below
Case5: Model monitoring and decision are located in UE side;
Case6: Model monitoring is located UE side, and decision is located in NW side;
Case7: Model monitoring and decision are located in NW side;
Case8: Model monitoring is located NW side, and decision is located in UE side

[bookmark: OLE_LINK34][bookmark: OLE_LINK35][bookmark: OLE_LINK31][bookmark: OLE_LINK29]Regarding case1, although the model inference, model monitoring and decision are located in same entity, if the model monitoring is based NW configuration, based on above discussion, multiple AIML models needs to be monitored, the model ID is needed to be included in the configuration. Hence, model ID is used in case1 model monitoring; on the contrary, it’s up to UE complementation if monitoring does not need NW configuration. While for case7, it’s up to NW implementation to handle the model monitoring procedure   
[bookmark: OLE_LINK28]Regarding other remaining cases, considering the monitoring input and monitoring result are needed to transmit between two entities, it is straightforward that model ID is used in model monitoring.
Obervation2: Model ID is needed in some model monitoring cases.
[bookmark: OLE_LINK36]As above discussion, in order to completely analysis whether the model ID is used in model monitoring or not, it is better to clarify the model monitoring procedure from RAN2 perspective firstly, e.g. the necessary of model monitoring configuration and reporting.  
Proposal 5: Suggest to study a high level model monitoring procedure from RAN2 perspective first, which is useful to analysis the usage of model ID for model monitoring and reporting.

· [bookmark: OLE_LINK32]Fallback
Fallback operation refers to transitioning from an AI-based scheme to a non-AI based scheme in a specific use case. However, it is currently not clearly defined whether the fallback operation includes deactivating the undergoing AIML model. The deactivation of the undergoing AI/ML model is typically performed when the model is deemed unsuitable. The scope of the fallback operation in determining the suitability of the undergoing AIML model for all specific use cases remains uncertain.
If the fallback operation solely focuses on transitioning from an AI-based scheme to a non-AI based scheme in a specific use case, there is no need for a model ID since the non-AI based scheme does not involve model-related characteristics. However, if the fallback operation also includes deactivation operation, the model ID becomes necessary for the fallback process. Given the ambiguity surrounding the definition of fallback, it is advisable to await further input from RAN1 for a more precise understanding and specification.
Proposal 6: Wait RAN1 progress about fallback definition, then RAN2 to determine whether the model ID is used in fallback or not.

[bookmark: OLE_LINK24][bookmark: OLE_LINK20]2.2 General functional framework 
[bookmark: OLE_LINK52][bookmark: OLE_LINK22]The general functional framework of AIML is employed to illustrate the logical relationship between various LCM purposes. Achieving consensus on this framework is vital for RAN2 to gain a clear understanding of the LCM procedures , and enable to study and analyze the LCM procedures. The following general functional framework was agreed to be regarded as the baseline for AIML over air-interface during RAN2#121bis-e, which is shown in Figure2.
	The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.
[bookmark: OLE_LINK1]Chair: the following was almost agreed (leave it FFS for now): AI/ML functional architecture in Figure 1 in R2-2303674 is the baseline with the modification that Performance Monitoring is changed to Model Mgmt / Performance Monitoring. It is noted that the exact interactions may need some modification depending on how each piece of functionality is specified.  
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Figure 2. AI/ML functional architecture
[bookmark: OLE_LINK6]In our understanding, functional block is used to represent its responsibility, the functional block itself is based on implementation, the arrow between two LCM purposes reflects their the logical relationship, which may has specific impacts or not. Based on the Figure1, some modifications are proposed from our perspective.

· Performance monitoring functional block: besides of chairman notes: “Performance Monitoring is changed to Model Mgmt/Performance Monitoring”, we think it is better to put the model control, such as model activate, deactivate, select, switch, fallback and retraining/fallback in the functional block and remove the description in parentheses of the arrow, which is more clear to shows the responsibility of the block. Meanwhile, it is also useful to avoid additional discussion because of the ambiguity, for example, the definition of fallback is unclear, it is still FFS that the fallback operation whether includes the deactivation of AIML model, so it is hard to say the fallback is occurred between model monitoring and model inference.
· [bookmark: OLE_LINK7][bookmark: OLE_LINK9][bookmark: OLE_LINK8]The relationship between Model Mgmt/Performance Monitoring and model storage: the model storage was agreed at RAN1 #112 meeting, which shows a storage entity may be a different entity from model training/model inference entity. Considering a case assuming model storage is located in gNB, model inference resides in UE, if a model selection/switching is performing based on monitoring, which procedure includes that deactivate the undergoing AI model and select/switch the candidate AI model, the interaction will be occurred between model monitoring entity and model storage entity if the candidate AI model are deployed in model storage entity. Hence, we suggest add an arrow to show the relationship between Model Mgmt/Performance Monitoring and Model storage.
· [bookmark: OLE_LINK11]The arrow description between model training and model storage, it is better to align the description with model inference and model storage, add “model delivery/model transfer” before trained/update model. 

[bookmark: OLE_LINK3]A modified AIML functional framework is shown in Figure3.

[bookmark: OLE_LINK53]
 Figure 3. A modified AI/ML functional architecture
[bookmark: OLE_LINK2][bookmark: OLE_LINK23]Proposal 7: Suggest to capture the modified AIML functional framework shown in Figure3.
2.3 LCM mechanism
The following agreements about LCM scheme have been reached during previous RAN1 meeting:
	[bookmark: OLE_LINK37]RAN1 #112
Agreement
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
RAN1 #112 bis
Agreement
·  Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
·  Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.


[bookmark: OLE_LINK45]The mapping of functionality to entities may has specification impact during LCM procedure, hence, it is important to clarify it, the following functionalities would be considered
- AI/ML model training: the model training collects training data;
- AI/ML model inference: the model training collects inference data, meanwhile, its output may also be transferred to other functionalities, such like model monitoring entity;
[bookmark: OLE_LINK44]-AI/ML model Mamt/performance monitoring: the model Mamt/performance monitoring collects monitoring data , meanwhile, its output may also be transferred to other functionalities, such like decision;
[bookmark: OLE_LINK47]-LCM decision: the LCM decision collects monitoring output, the decision result may also be transferred to other entities,
Based on previous RAN1 discussion and our contribution[3], we assume entities of functionality mapping:
[bookmark: OLE_LINK46][bookmark: OLE_LINK43]- AI/ML model training is located out of 3GPP;
- AI/ML model inference is located in UE and gNB for CSI, BM, Positioning case, and is located in LCM for Positioning case;
- AI/ML model monitoring is located in UE and gNB for CSI, BM, Positioning case, and is located in LCM for Positioning case;
- LCM decision is located in UE and gNB for CSI, BM, Positioning case, and is located in LCM for Positioning case
[bookmark: OLE_LINK55]The wide range of possible combinations of the mentioned functionalities gives rise to multiple LCM procedures for each specific use case. Therefore, we kindly recommend prioritizing the clarification of functionality mapping entities as a preliminary step before delving into a comprehensive study of the whole LCM procedure.
Proposal 8: For LCM procedure, the following functionalities would be considered: 1)AI/ML model training, 2)AI/ML model inference, 3)AI/ML model Mamt/performance monitoring, 4)LCM decision.
[bookmark: OLE_LINK54]Proposal 9: Suggest RAN2 to clarify the entity of functionality mapping per use case, and subsequently study the whole LCM procedure per use case.
3. Conclusion
In this contribution, the following observations and proposals have been proposed.
Proposal 1: Suggest to achieve globality of the Model ID through Direction 3(Assigned global unique model ID via specific ID management node).
Proposal 2: Introduce a logical/ local ID to used in RAN side, the logical/ local ID may include scenario, feature, function, and local index and etc.
Proposal 3: Suggest RAN2 to further study the methods of mapping between logical/local model ID and global model ID, if logical/local model ID is introduced.
Proposal 4: Study model monitoring operation needs to consider the location of model monitoring and decision.
Obervation1: It is possible to monitor multiple AIML models at once model monitoring operation.
Obervation2: Model ID is needed in some model monitoring cases.
Proposal 5: Suggest to study a high level model monitoring procedure from RAN2 perspective first, which is useful to analysis the usage of model ID for model monitoring.
Proposal 6: Wait RAN1 progress about fallback definition, then RAN2 to determine whether the model ID is used in fallback or not.
Proposal 7: Suggest to capture the modified AIML functional framework shown in Figure3.
[bookmark: _Toc54284462]Proposal 8: For LCM procedure, the following functionalities would be considered: 1)AI/ML model training, 2)AI/ML model inference, 3)AI/ML model Mamt/performance monitoring, 4)LCM decision.
Proposal 9: Suggest RAN2 to clarify the entity of functionality mapping per use case, and subsequently study the whole LCM procedure per use case.
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