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1. Introduction
[bookmark: OLE_LINK10]RAN2 #121 meeting agreed that the table of existing data collection frameworks in R2-2302286[1] is regarded as a starting pointing. In RAN2 #121bis meeting[2], the above comparison table has been fully discussed, the related agreements are shown as below. 
	[bookmark: OLE_LINK323][bookmark: OLE_LINK113][bookmark: OLE_LINK49]P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 
P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 
P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 
- Model sidedness (UE side, NW side, two sided) FFS 
- Use case mapping FFS
P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.                            


In this contribution, we will continue to analyse data collection from RAN2 perspective.
2. Discussion
[bookmark: OLE_LINK21][bookmark: OLE_LINK20][bookmark: OLE_LINK18][bookmark: OLE_LINK23]Considering different LCM purposes/functions(inference,monitoring,offline training) and use-cases have their own requirements for data collection, clarify these requirements are useful to evaluate the applicability of each existing data collection framework to use in LCM purposes per use cases. During previous meeting, it also suggested to study data collection considering following metrics: a)The content of the data, b) The data size, c) Latency, periodicity, d) Configuration-related requirements. Moreover, the location of per LCM purposes in each use case is also important to analyze for the applicability of existing data collection frameworks. 

· Data contents
Regrading data content, following RAN1 agreements and progress, preliminary agreements about data contents for data collection have been achieved, which are summarized in Table1: 
Table1: Data contents per use case
	Use case
	Data contents

	CSI compression using two-sided model use case
	Contents of the ground-truth CSI including: 
[bookmark: OLE_LINK11][bookmark: OLE_LINK14]Precoding matrix, channel matrix; assistance information (e.g., time stamps, and/or cell ID, assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)

	Beam management
	[bookmark: OLE_LINK22]L1-RSRP; beam ID; additional information for content of the reporting
(e.g., timestamps, SNR, data quality.etc)

	Positioning accuracy enhancement
	Ground truth label; measurement (corresponding to model input); Quality indicator; Time stamp; FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection;


[bookmark: OLE_LINK38][bookmark: OLE_LINK26]It has been observed that the data content differs across various use cases Then regarding the LCM purposes(model training, model inference, model monitoring and etc) per use cases, there appears to be no significant difference in the collected data content between model training and model inference. However, for model monitoring, in addition to the aforementioned data contents, the collected data may also encompass inference accuracy, input/output data distribution, and other factors, as various model monitoring methods have been agreed upon in RAN1. In summary, compared to the data content, existing data collection frameworks, the inclusion of these new characteristics represents a noteworthy addition to the data content.
[bookmark: OLE_LINK50]Observation1: Compare with the content of existing data collection frameworks, the AI-based data content includes some new characteristics.

· Terminated node of collected data
[bookmark: OLE_LINK51][bookmark: OLE_LINK5][bookmark: OLE_LINK4]For model training, the location of model training is still controversial, some companies discuss that can reside in NW or UE. However, some companies also think model training may be done out of 3GPP. In our contribution[3] points out that for high-precision, scenario-generalized AI/ML models training, such as RNN and LSTM, significant computing resources and time are required, up to tens to hundreds of GPUs and several days to weeks, the actual computational power of gNB and UE seems inadequate. Hence, a general AIML system architecture based on MEC is proposed, which shows the location of model training is in AI-MAO(cloud), seen in Figure1. 
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[bookmark: OLE_LINK43]Figure 1. AI/ML system architecture with MEC

Considering the AI/ML system architecture is under discussion and still controversial, which is fundamental to substantial issues in AI-based methods, such as the potential impact on the location of model training, it is suggested to deprioritize the study of data collection specifically for model training, which helps avoid engaging in unproductive discussions until there is greater clarity and consensus on the AI/ML system architecture. 
[bookmark: OLE_LINK56][bookmark: OLE_LINK3][bookmark: OLE_LINK42]Proposal1: Suggest RAN2 to deprioritize data collection of model training.
 
[bookmark: OLE_LINK45]Given the AI/ML system architecture discussed above, it is suggested that the RAN side directs its attention towards model inference and model monitoring initially. The terminated node of data collection, in other words, it is the locations of LCM purposes per use case, according to the RAN1 agreement, the locations of model inference and model monitoring are provided as below. 
	[bookmark: OLE_LINK6]Use case
	Location of Inference
	Location of monitoring

	CSI
	UE and NW; UE or NW
	UE or NW

	BM
	UE, or NW
	UE, or NW

	Positioning
	UE, or NW, or LMF
	UE, or NW, or LMF


[bookmark: OLE_LINK1][bookmark: OLE_LINK17]Observation2: The terminated node of data collection is same as location of LCM purposes per use case. 
[bookmark: OLE_LINK57]Proposal2: Suggest RAN2 to prioritize data collection of model inference and model monitoring.

· Latency, data size of collected data
- For model training, RAN2 #121bis meeting has achieved an agreement about model training, which is given as following:
	R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases). 


It is suggest that the SI should focus on offline model training, and it is a common understanding for the majority companies that offline model training has no latency requirement and requires large size training data.
For model inference, a low-latency data collection is crucial to enhance LCM efficiency. The data size involved in model inference is typically small to medium compared to offline model training.
Regarding model monitoring, in our understanding, the requirement of latency for model monitoring data collection is similar with model inference. However, the data size of model monitoring varies and is challenging to compare directly with model inference. For example, if model monitoring is based on model inference, the input/collected data for model monitoring includes model inference output and ground truth(e.g.,obtain by legacy measurement), which data size is larger than input/collected data of model inference; if model monitoring is based on system performance, the input/collected data of model monitoring only includes the measurement result, which data size is similar than input/collected data of model inference. if model monitoring is based on data distribution or applicable condition, the data size of input/collected data of model monitoring maybe smaller than input/collected data of model inference.Nonetheless, a precise analysis of latency and data size requirements from an RAN2 perspective necessitates further input from RAN1.
Proposal 3: Send LS to RAN1 about the requirements about data collection of latency and data size  for LCM purposes per use case.

Hence, based on above discussion, RAN2 evaluates the applicability of the identified data collection framework for different LCM purposes per use case from data content and terminated node aspects first. 
Proposal 4: Suggest RAN2 to study data collection frameworks from data content and terminated node aspects.

[bookmark: OLE_LINK44][bookmark: OLE_LINK40][bookmark: OLE_LINK39][bookmark: OLE_LINK15][bookmark: OLE_LINK58][bookmark: OLE_LINK12][bookmark: OLE_LINK41][bookmark: OLE_LINK48]For CSI, BM use case. UE side and gNB side need to collect data. Regarding data collection of model inference, L1 measurement(CSI framework reporting) is naturally be regard as baseline since short latency and ground truth and measurement results(e.g., precoding matrix, channel matrix, beam ID, L1-RSRP and etc) which can be obtained by L1 measurement framework. However, considering the eventual data size requirement and other possible assistant information, L3 measurement and immediate MDT are also possible to further discuss. While for the data collection of model monitoring, if collected data is only ground truth and/or measurement result, in our view, the L1 measurement is also the most suitable framework among the existing data collection frameworks, same as model inference. If collected data includes inference output or other monitoring input, L3 measurement, immediate MDT are also feasible.

For positioning use case, UE side, gNB side, LMF side need to collect data. LPP framework it is the most suitable among all the existing data collection frameworks. Based on above analysis, in order to more concise, neat for the presentation format, our suggestion about mapping between data collection frameworks and LCM purposes per use case is shown in a separate Table3.
[bookmark: OLE_LINK53]Table3. The mapping between data collection frameworks and LCM purposes per use case
	Use case
	LCM purpose
	Suitable data collection framework

	CSI/BM
	Model inference/
Model monitoring
	[bookmark: OLE_LINK47]L1 measurement is preferred, as a starting point
L3 measurement and immediate MDT are possible

	Positioning
	Model inference
	LPP framework is preferred

	
	Model monitoring
	L1 measurement is preferred
LPP framework is preferred ( LMF side)
L3 measurement and Immediate MDT is possible



Proposal 5: The mapping between suitable data collection frameworks and LCM purposes per use case is shown in a separate Table 3, suggest RAN2 discuss first the preferred framework in the table.

[bookmark: OLE_LINK13]Mentioned as above, for the data collection framework of CSI and BM case, L1 measurement is preferred as a stating point in our view, it is straightforward that considering the new data content/characteristics seen Table 1 that RAN1 agreed, no matter what L1 downlink reference signal (CSI-RS) measurement and L1 uplink reference signal (SRS) measurement, the legacy L1 measurement configuration and/or reporting are needed to be enhanced. We give a more detailed analysis of data collection framework from UE side model data collection and NW side model data collection, separately. 

· UE side side data collection
[bookmark: OLE_LINK8]For the UE side model data collection, the collected data is mainly about model inference input, model monitoring input, also model inference output when model monitoring is located in UE side and model inference is located in NW side. If used downlink reference signal (CSI-RS) measurement, although there is no need to report to gNB, considering the newly agreed collected data content, which is needed to be indicated/included in RRC measurement configuration message. If used uplink reference signal (SRS) measurement, according to the 3GPP protocol, the gNB has control over the uplink data transmission, which implies that the UE does not require any uplink transmission channel state information, therefore, there is no reporting information from UE to gNB. However, for the UE-based AI model operations, such as one-side or two-side, network-side measurement information obtained by UE from the uplink reference signal is mandatory. So it requires to enhance the legacy SRS configuration framework for data collection. Therefore, for this case, a new feedback including collected data content to UE is needed to introduce.

· NW side data collection
[bookmark: OLE_LINK9][bookmark: OLE_LINK27][bookmark: OLE_LINK24]Similarly, for the NW side model data collection, the collected data is mainly about model inference input, model monitoring input, also model inference output when model monitoring is located in NW side and model inference is located in UE side. If used downlink reference signal (CSI-RS) measurement, the collected data including new data content would be transferred by CSI reporting message to gNB, legacy L1 measurement configuration and reporting should be enhanced to satisfy these new characteristics requirement, which means the new data content/characteristics should be configured/indicated in measurement configuration and/or reporting configuration. If used uplink reference signal (SRS) measurement, UE only needs to send the RS to gNB, measurement results and other assistant information can be based on gNB implementation. Hence, we think for NW side data collection, if use uplink RS measurement, there seems no need to enhance from data content aspect.
 
[bookmark: OLE_LINK2]Proposal 6: Assume that regard legacy L1 measurement data collection framework as a starting point, 
- Measurement configuration and/or reporting configuration needed to be enhanced, at least the new data content indication should be configured;
- A feedback would be introduced of SRS measurement for UE side data collection。

Refer to RAN1 progress about data collection, initiate/trigger data collection would be considered, the related agreements are shown as below:
	RAN1 #112
Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Signaling for triggering the data collection

· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Signaling for triggering the data collection 

RAN1 #112 bis
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details




[bookmark: OLE_LINK28]It can be found easily that the trigger of data collection was raised in RAN1, The potential options of triggering data collection are listed in our views. 
For UE side data collection, there are three options for UE side to gather data content:
[bookmark: OLE_LINK35][bookmark: OLE_LINK33][bookmark: OLE_LINK31]-option1:UE-request: UE sends a request message to NW to initiate/trigger the the procedure of data collection framework, UE collects the data through the triggered data collection framework;
[bookmark: OLE_LINK32][bookmark: OLE_LINK34]-option2:NW-initiated:NW initiates/triggers the procedure of data collection framework by configuration, UE collects the data through the triggered data collection framework;
[bookmark: OLE_LINK30]-option3:NW-automatous:NW initiates/triggers the procedure of data collection framework  automatically, UE collects the data through the triggered data collection framework.
For NW side data collection, generally, there are three options for NW side to gather data content:
[bookmark: OLE_LINK29]-option1:UE-request: UE sends a request message to NW to initiate the the procedure of data collection framework. NW collects the data through the data collection framework;
[bookmark: OLE_LINK36]-option2:NW-initiated:NW initiates/triggers the procedure of data collection framework by configuration, NW collects the data through the triggered data collection framework;
-option3:NW-automatous:NW initiates/triggers the procedure of data collection framework  automatically, NW collects the data through the triggered data collection framework.

[bookmark: OLE_LINK25][bookmark: OLE_LINK7]From our perspective, data collection for different LCM purposes is not always happening, frequently data collection (e.g.,measurement, and/or reporting) will result in significant overhead, resource wastage, transmission conflicts, and may not be conducive to energy efficiency. Considering UE side data collection, the LCM purposes corresponding different uses cases which is located at UE side provide clearer guidance on the specific data content that needs to be collected.. In light of this, we prefer option 1 as it is helpful to initiate a suitable data collection framework including RS configuration and/or reporting. For NW side data collection, similarly with UE side data collection, option2 is preferred which facilitates the initiation of a suitable data collection framework including RS configuration/or reporting

[bookmark: OLE_LINK37][bookmark: OLE_LINK16]Proposal 7: Regarding UE side and NW side data collection, RAN2 evaluates the trigger of data collection framework, we suggest the following may be regard as starting point: 
- For UE side data collection, study UE-request of data collection framework;
- For NW side data collection, study NW-initiated of data collection framework.
3. Conclusion
In this contribution, the following observations and proposals have been proposed
Observation1: Compare with the content of existing data collection frameworks, the AI-based data content includes some new characteristics.
Proposal1: Suggest RAN2 to deprioritize data collection of model training.
Observation2: The terminated node of data collection is same as location of LCM purposes per use case. 
Proposal2: Suggest RAN2 to study data collection of model inference and model monitoring first.
Proposal 3: Send LS to RAN1 about the requirements about data collection of latency and data size  for LCM purposes per use case.
Proposal 4: Suggest RAN2 to study data collection frameworks from data content and terminated node aspects first.
Proposal 5: The mapping between suitable data collection frameworks and LCM purposes per use case is shown in a separate Table 3, suggest RAN2 discuss first the preferred framework in the table.
Proposal 6: Assume that regard legacy L1 measurement data collection framework as a starting point, 
- Measurement configuration and/or reporting configuration needed to be enhanced, at least the new data content indication should be configured;
- A feedback would be introduced of SRS measurement for UE side data collection
Proposal 7: Regarding UE side and NW side data collection, RAN2 evaluates the trigger of data collection framework, we suggest the following may be regard as starting point: 
- For UE side data collection, study UE-request of data collection framework;
- For NW side data collection, study NW-initiated of data collection framework.
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