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In XR WI [1], following objectives are agreed in order to support the CG enhancement for XR traffic:
	Specify the enhancements related to capacity:
· Multiple Configured Grant (CG) PUSCH transmission occasions in a period of a single CG PUSCH configuration (RAN1, RAN2);  
· Dynamic indication of unused CG PUSCH occasion(s) based on Uplink Control Information (UCI) by the UE (RAN1, RAN2);
· Buffer Status Report (BSR) enhancements including at least new Buffer Status Table(s) (RAN2);
· Delay reporting of buffered data in uplink (RAN2);
· Discard operation of PDU Sets for DL and UL (RAN2, RAN3);


In this contribution, we show our views on CG enhancement for XR in RAN2 aspects.
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Multi-PUSCH CG
In RAN1#112 meeting and RAN1#112bis meeting [2-3], following agreements are made related to multi-PUSCH CG configuration, including alternatives of general framework for TDRA design and the FFSes on HARQ Process ID determination:
	Agreement
For determination of the time domain resource allocation of CG PUSCHs associated to a multi-PUSCHs CG, the following alternatives for further study:
· Alt-A: TDRA determination based on repetition framework. 
· Alt-A1: Follow the time domain resource mapping of Type A repetition
· N configured by higher layers or indicated by activation DCI
· Single SLIV is determined from TDRA
· The same SLIV in N PUSCH in consecutive slots per CG period
· FFS for non-consecutive slots
· FFS details, including related RRC parameters
· Alt-A2: Follow the time domain resource mapping of Type B repetition
· N configured by higher layers or indicated by activation DCI
· Single SLIV is determined from TDRA
·  The SLIV used for 1st PUSCH per CG period.
· N consecutive nominal PUSCHs with same duration per CG period
· Note: N is not necessarily the repetition factor.
FFS details, including related RRC parameters
· Alt-B: TDRA determination based on NR-U framework
· N and M configured by higher layers
· Single SLIV is determined from TDRA.
· The SLIV used for 1st PUSCH per CG period.
· M consecutive PUSCH TOs with same duration in slot. The M PUSCH TOs are used in N consecutive slots per CG period
· Note: N and M are configured independently from cg-nrofSlots-r16 and cg-nrofPUSCH-InSlot-r16, respectively. M and N configuration is independent from cgRetransmissionTimer configuration.
· FFS details, including related RRC parameters
· Alt-C: TDRA determination based on single DCI scheduling multiple PUSCHs
· Alt-C1: Follow Rel-16 single DCI scheduling multiple PUSCHs
· TDRA configured by pusch-TimeDomainAllocationListForMultiPUSCH-r16 with k2-r16
· A row of TDRA with N entries determines the time domain resources allocation of N PUSCH TOs per period
· Note: N PUSCH TOs should be consecutive PUSCH TOs in consecutive slots.
· FFS details, including related RRC parameters
· Alt-C2: Follow Rel-17 single DCI scheduling multiple PUSCHs
· TDRA configured by pusch-TimeDomainAllocationListForMultiPUSCH-r16 with extendedK2-r17
· A row of TDRA with N entries determines the time domain resources allocation of N PUSCH TOs per period
· Note: N PUSCH TOs can be non-consecutive PUSCHs and/or in non-consecutive slots.
· FFS details, including related RRC parameters
Agreement
For TDRA design for multi-CG PUSCH, prioritize Alt-A1, Alt-B, and Alt-C2 for further downscoping and/or modification from corresponding agreement in RAN1#112.
· FFS: How to address TDD configuration issue


Agreement
From RAN1 perspective, for determination of HARQ process Ids associated to PUSCHs in multi-PUSCHs CG assuming one TB per PUSCH:
· The HARQ process ID for the first configured/valid PUSCH in a period is determined based on the legacy CG procedure when cg-RetransmissionTimer is not configured, and applying the following formula, whichever is applicable
· HARQ Process ID = [floor(X*(CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes
· HARQ Process ID = [floor(X*(CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes + harq-ProcID-Offset2
· FFS whether in formulas above X is outside or inside floor operation, i.e.
· HARQ Process ID = [X*floor( (CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes
· HARQ Process ID = [X*floor((CURRENT_symbol – offset1) / periodicity) + offset2] modulo nrofHARQ-Processes + harq-ProcID-Offset2
· (Working Assumption) The HARQ process ID of the remaining configured/valid CG PUSCHs in the period is determined by incrementing the HARQ process ID of the preceding PUSCH in the period by Y with module operation with nrofHARQ-Processes or module operation with (nrofHARQ-Processes + harq-ProcID-Offset2), whichever applicable.
· FFS whether X=1 or X= the number of configured PUSCHs in the CG period
· FFS whether Y =1 or a value larger than 1, e.g. Y=2.
· FFS: If Y>1, Y is determined based on RRC
· FFS whether Offset 1= 0 or can be a non-zero value. 
· FFS: If offset1 is non-zero, how offset1 is determined (i.e., based on RRC)
· FFS whether Offset 2= 0 or can be a non-zero value. 
· FFS: If offset2 is non-zero, how offset2 is determined (i.e., based on RRC or dynamically)
· Note1: The equations will be updated accordingly when FFSs are clarified, e.g., if X=1, remove X; if Y=1, remove Y; if non-zero offset1 or Offset 2 is not supported, remove offset 1 or Offset 2.
· Note2: A configured CG PUSCH is invalid if the CG PUSCH is dropped due to collision with DL symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated or SSB.




In other words, the various aspects on multi-PUSCH CG configuration are still under discussion, including the framework to determine TDRA (e.g., whether to follow repetition framework, NR-U framework, or Rel-17 single DCI scheduling multiple PUSCHs) and the HARQ process ID determination. 

In our view, RAN2 aspects on configuration and operation of multi-PUSCH CG should be discussed later, since it depends on the basic framework for multi-PUSCH CG configuration (e.g., whether it follows Repetition framework, NR-U framework, or single DCI scheduling multiple PUSCHs). For HARQ process ID determination, since the discussion is already ongoing in RAN1, the RAN2 discussion can be started after the RAN1 conclusion, in order to avoid the duplicated discussion.

Therefore, it is proposed to wait the RAN1 progress before starting the discussion on RAN2 aspects for configuring multi-PUSCH CG.

Proposal 1. Wait for RAN1 for multi-PUSCH CG configuration.


Unused PUSCH indication

Given that multiple PUSCH occasion for CG configuration is to support the variable size of data burst, following cases may be considered:
· Case 1: the number of PUSCH occasions is larger than the size of data burst. That is, some of CG PUSCH occasions may not be used.
· Case 2: the number of PUSCH occasions is less than the size of data burst. That is, multiple PUSCH occasions cannot accommodate all of the data.

When the number of PUSCH duration is larger than the amount of data (i.e., Case 1), some of the CG PUSCH occasions in one CG period may not be used. In this case, the unused CG PUSCH occasion should be indicated to the network in order to allow the re-allocation of the unused resources to other UEs. 

In RAN1#112bis meeting [3], it is discussed how to indicate the unused CG PUSCH indication using CG-UCI, and followings agreements are made:
	Agreement
· Option 1: For a CG PUSCH configuration, the UTO-UCI is included in every CG PUSCH that is transmitted (that is Option 1 in corresponding agreement in RAN1#112)
· FFS details
· Note: The term “UTO-UCI” refers to the “UCI that provides information about unused CG PUSCH transmission occasions” for convenience.

Agreement
The UTO-UCI provides a bitmap where a bit corresponds to a TO within a time duration/range. The bit indicates whether the TO is “unused”.
· FFS: Details including time duration/range
Note: The term “UTO-UCI” refers to the “UCI that provides information about unused CG PUSCH transmission occasions” for convenience.




Meanwhile, when the MAC entity receives the uplink grant, MAC PDU is generated and processed to HARQ entity in order to transmit the corresponding the MAC PDU. That is, if there is no data to transmit using the PUSCH occasion, it would be first detected in MAC layer.

Therefore, it should be determined by the MAC layer whether to use the CG PUSCH occasion or not. When the MAC layer determines the unused CG PUSCH occasion, the MAC layer should instruct the lower layer to transmit UTO-UCI to indicate the corresponding unused CG PUSCH occasion.

Proposal 2. The unused CG PUSCH occasion should be determined by MAC layer.

On the other hand, when the size of the data burst is large, the allocated CG PUSCH resources may not be sufficient to transmit the buffered data (i.e., Case 2). That is, there would be remaining data of the data burst even if all of CG PUSCH occasions are used to transmit the data burst. In this case, DG should be scheduled after the CG PUSCH occasions, in order to ensure the transmission of remaining data within the stringent delay requirement. However, the network may not be able to detect the exact amount of the remaining data, since the BSR is not triggered unless the new data with higher priority is generated.

Therefore, in order to ensure the data transmission of the remaining data which cannot be transmitted using the CG PUSCH occasions in the current period, the BSR should be transmitted on the last CG PUSCH occasion in order to receive the DG as soon as possible.

For example, when the large-sized data burst is generated, the UE determines that all CG PUSCH occasions would be used. Then, the UE transmits the corresponding data using the determined CG PUSCH occasions. Since there is remaining data at the end of the CG PUSCH occasion, the UE sends BSR using the last CG PUSCH occasion in order to indicate the amount of remaining data. When the gNB receives the BSR sent on the last CG PUSCH occasion, the gNB would schedule the dynamic UL grant for the remaining data. In this case, the UE does not need to wait for the next CG group to transmit the remaining data and satisfy the stringent delay requirement of XR service.




Proposal 3. BSR should be transmitted on the last CG PUSCH occasion when the multiple PUSCH occasions cannot accommodate the buffered data.
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[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery][bookmark: _GoBack]In this contribution, we show our views on CG enhancement for XR traffic. This discussion includes following proposals.
Proposal 1. Wait for RAN1 for multi-PUSCH CG configuration.
Proposal 2. The unused CG PUSCH occasion should be determined by MAC layer.
Proposal 3. BSR should be transmitted on the last CG PUSCH occasion when the multiple PUSCH occasions cannot accommodate the buffered data.
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