[bookmark: OLE_LINK3]3GPP TSG RAN WG2 Meeting #121                          R2-230xxxx
Incheon, Korea, May 22nd – May 26th, 2023                            	   
[bookmark: _Ref133120545]
Agenda Item:	7.16.2.4

Source:	Sharp

Title:	Discussion on Model Monitoring and Reporting Considering Functionality and Model ID based LCM

[bookmark: DocumentFor]Document for:	Discussion and Decision
Introduction
A new agenda item was added as of RAN2#121-bis-e [1] for AIML architectural aspects.
	7.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification of Models, other framework aspects, impact on RAN2. Most of LCM is in RAN2 scope.
Both general aspects and use-cases specific aspects are applicable (for use cases in scope). Aspects of on-line/real-time training are deprioritized at current meeting. Please input to 7.16.2.x
7.16.2.4	Model Control other
Model control beyond / other than Model transfer – delivery



In RAN1#112-e [1], further agreements were made as follows:
	Agreement
Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



In this contribution, we will discuss AI/ML functionality and model-based LCM aspects considering the latest RAN1 and RAN2 agreements. We will also discuss signaling aspects related to configuration and control of model monitoring and reporting. 


General Discussion
RAN-2 is discussing general AI/ML framework that aims to capture a description of general stages within the management of an AIML model/functionality. 
The following was agreed during RAN2#121bis-e [1]:
	The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.
Chair: the following was almost agreed (leave it FFS for now): AI/ML functional architecture in Figure 1 in R2-2303674 is the baseline with the modification that Performance Monitoring is changed to Model Mgmt / Performance Monitoring. It is noted that the exact interactions may need some modification depending on how each piece of functionality is specified.  



A UE may have several ML enabled features/(sub) use-cases in a variety of scenarios supported by multiple models or functionalities. Therefore, monitoring the performance of model and functionality is essential to provide seamless performance and support overall model/functionality LCM. Performance KPIs for ML-enabled features/models are being discussed in RAN1 which are different for different (sub) use case/feature. The performance of functionalities and models may be configured to be monitored and reported to the network for a given feature. However, since devices may support multiple ML enabled features and AI/ML models with different KPIs the network may configure each device individually to monitor selective KPIs to avoid excessive signaling overhead. The network (e.g., gNB, LMF, CN) may also configure conditions/triggers for reporting and how often the monitoring results needs to be reported. Performance monitoring may be performed at the network or UE side. In case of two-sided models, either the network or UE may need to act as an anchor to control and configure monitoring aspects within a given functionality. Thus, performance monitoring is required to be studied in detail. 
Signaling Aspects of Functionality and Model Monitoring
A simple signaling procedure for AI/ML model monitoring in Functionality and Model based AI/ML is presented in Fig. 1. As illustrated in Fig. 1, the network may configure UEs to perform monitoring and reporting of selected KPIs based on for e.g., the AI/ML model parameters, use-case, type of functionality/model, applicable scenarios etc. As a first step, the network may request AI/ML UE capability information with the help of for e.g., UE capability reporting procedure. As illustrated in step 2 Fig.1, if a functionality-based LCM is used, the network may signal to activate the selected functionality for a target scenario and the UE may apply the appropriate corresponding AI/ML model. Similarly, if the Model-ID based LCM is used, the network may use Model ID to activate the model corresponding to the target use-case. Considering the use-case requirements and targeted KPIs, the network may decide to configure the UE(s) to perform monitoring of selective KPIs as shown in step 3 Fig. 2. This could be helpful in assessing the performance of the AI/ML model, device as well as prediction and rectification of any issues that could lead to performance degradation in a selected use-case. 
[bookmark: _Hlk134696421]Observation 1: The network may control and configure the performance monitoring and reporting of AI/ML model/functionality for Functionality/Model based LCM.
Observation 2: The network may use information obtained via performance monitoring and reporting of a given AI/ML model or functionality for prediction and rectification of any issues that could lead to performance degradation in a selected use-case.
Proposal 1: RAN-2 to discuss procedures to enable and configure performance monitoring and reporting for Functionality and Model ID based LCM to assist efficient AI/ML Model optimization and preemptively act to avoid any issues that may cause performance losses to an AI/ML feature or model applied to a target (sub) use-case. 
RAN1 is discussing the performance KPIs for ML enabled features which are different for different features. There may be two types of KPIs that can be considered, for example model/feature performance KPIs which are associated with the (sub)use case/feature and the UE/device capability or related intermediate KPIs. The model performance KPI may include for example feedback overhead, inference latency etc. The UE/device capability related or intermediate KPIs may include for example computational complexity, overhead associated with AI/ML model life-cycle management, power consumption, memory storage and other associated hardware requirements required for each UE function to support use-cases/features. The network (e.g., gNB, LMF, CN) may configure selective device and model performance KPIs that need to be monitored and reported to the network or entity responsible for model training, optimizations, and update. 
Observation 3: Two separate KPIs may be considered, AI/ML model/feature performance KPIs and the UE/device related/intermediate KPIs which are associated with the ML feature. 
The network may configure the UE(s) to monitor and report selective performance KPIs for ML enabled features as shown in step 5. When and how often the reporting is required to be done, including conditions and triggers may also be configured by the network. 
Proposal 2: One or more model/device or intermediate performance KPIs can be configured to be monitored and reported for AI/ML model optimization and updates. 
Upon receiving the network’s model configuration and command for monitoring performance of AI/ML model/functionality the UE may apply the provided configuration and send an acknowledgement to the network as shown in step 6 and 7 respectively. Following this the UE(s) may start monitoring and reporting the device and/or AI/ML model performance KPIs as configured by the network. Using the reported information, the network may decide to (de)activate, switch the model, or help model training entity in model optimization and updates. Furthermore, different aspects of monitoring needs to be further studied such as configuration, initiation of monitoring and provision of necessary information to facilitate monitoring, selection of appropriate KPIs, reporting of monitoring results/outcomes and the application of consequent action from the network or relevant entity etc.
Proposal 3: Detailed Signaling procedures considering network and device side aspects to monitor and report selective model and device specific or intermediate KPIs can be studied in normative phase.


Figure 1: Performance Monitoring and Reporting for Functionality and Model Based LCM

Performance Monitoring Considering Specific Use Case
RAN-1 had several extensive discussions for performance monitoring considering target use-cases e.g., CSI feedback enhancement, beam management, and positioning. Since different (sub)use-cases being discussed in RAN-1 have different requirements in terms of KPIs, the potential signaling impact considering each use-case needs to be studied individually.
[bookmark: _Hlk134696517]Proposal 4: RAN-2 needs to study the potential signaling impact for performance monitoring and reporting considering each use-case individually.
Performance monitoring for CSI Feedback Enhancement
In RAN1 #112 meeting [2], the following was agreed w.r.t. CSI feedback enhancement use-case.
	In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.




The impact on signaling aspects related to functionality/model monitoring and reporting may be studied considering for e.g., NW-side, UE-side and hybrid, configuration or adaptation of the measurement and reporting framework involving KPIs, conditions and UE/network resources.
Proposal 5: For CSI compression, RAN2 needs to study the potential signalling impact on model monitoring by considering if its NW-side, UE-side and hybrid monitoring configuration, measurement framework (e.g., configuring model monitoring KPIs and resources for measurements) and reporting framework (e.g., reporting of ground truth label to facilitate performance monitoring at the gNB or KPI reporting when UE conducts the monitoring)
Performance monitoring for Beam Management 
For the Beam Management use-case, both NW side and UE side monitoring is being discussed in RAN1-112 [2]. The agreements from RAN1-112 are summarized below.
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered.

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded



It is worth noting that NW/UE side monitoring may be controlled and configured by the network. The network may configure targeted KPIs to be monitored as well as the frequency of monitoring which could be periodic or occasional or event triggered.
Proposal 6: For beam management, RAN-2 to discuss procedures for configuration of performance monitoring and reporting considering both NW and UE side to detect and predict any issues that may occur while a model/functionality is active.  
Performance monitoring for Positioning
Model monitoring is specified as a use-case-specific impact in RAN1-112. The monitoring metric maybe derived at the UE side (Cases 1 and 2a) for the UE side model or at the gNB for gNB side models (case 3a) or LMF side for the LMF side models (Case 2b and 3b).
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects.
· Entity to derive monitoring metric.
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signalling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signalling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signalling) are not precluded.




Where the monitoring metric is computed influences model performance monitoring and reporting. In principle, model monitoring refers to process where, input and output of a model is compared and assessed against one or multiple monitoring metrics. If the monitoring metric is not computed at the UE side and computed in another entity it needs to be transferred to the entity performing monitoring. 
Observation 4: Where the monitoring metric is computed influences model performance monitoring and reporting. If the model monitoring metric is not locally computed (e.g., computed elsewhere at LMF or PRU), it needs to be transferred to the UE or the entity where the model/functionality is active to compare the model input/output with one or more computed monitoring metric. 
The model performance monitoring may be performed frequently, where the model output may be assessed against one or more monitoring metrics. Model monitoring can be configured by the network with specific inputs such as how often the model monitoring is performed and reported e.g., periodic, event triggered etc. The output of the monitoring maybe reported to the network/LMF and either the network may indicate and trigger corresponding model management actions ((de) activate, switch, fallback etc.) or UE may perform corresponding model management actions by itself and report it to the network. The network may also adapt its own parameters e.g., PRS configuration if the feature/model performance is being impacted by AS layer variations.
Proposal 7: The location of computation of monitoring metric may be taken into account while discussing procedures to enable and configure performance monitoring and reporting especially for positioning use-case. 

Conclusions
In this contribution we discuss signaling aspects related to configuration and control of AI/ML model performance monitoring and reporting considering RAN1/2 agreements. The findings and recommendations discussed in this contribution are as follows: 
Observation 1: The network may control and configure the performance monitoring and reporting of AI/ML model/functionality for Functionality/Model based LCM.
Observation 2: The network may use information obtained via performance monitoring and reporting of a given AI/ML model or functionality for prediction and rectification of any issues that could lead to performance degradation in a selected use-case or feature or feature.
Observation 3: Two separate KPIs may be considered, AI/ML model/feature performance KPIs and the UE/device related/intermediate KPIs which are associated with the ML feature.
Observation 4: Where the monitoring metric is computed influences model performance monitoring and reporting. If the model monitoring metric is not locally computed (e.g., computed elsewhere at LMF or PRU), it needs to be transferred to the UE or the entity where the model/functionality is active to compare the model input/output with one or more computed monitoring metric. 
Proposal 1: RAN-2 to discuss procedures to enable and configure performance monitoring and reporting for Functionality and Model ID based LCM to assist efficient AI/ML Model optimization and preemptively act to avoid any issues that may cause performance losses to an AI/ML feature or model applied to a target (sub) use-case.
Proposal 2: One or more model/device or intermediate performance KPIs can be configured to be monitored and reported for AI/ML model optimization and updates. 
Proposal 3: Detailed Signaling procedures considering network and device side aspects to monitor and report selective model and device specific or intermediate KPIs can be studied in normative phase.
Proposal 4: RAN-2 needs to study the potential signaling impact for performance monitoring and reporting considering each use-case individually.
Proposal 5: For CSI compression, RAN2 needs to study the potential signalling impact on model monitoring by considering if its NW-side, UE-side and hybrid monitoring configuration, measurement framework (e.g., configuring model monitoring KPIs and resources for measurements) and reporting framework (e.g., reporting of ground truth label to facilitate performance monitoring at the gNB or KPI reporting when UE conducts the monitoring).
Proposal 6: For beam management, RAN-2 to discuss procedures for configuration of performance monitoring and reporting considering both NW and UE side to detect and predict any issues that may occur while a model/functionality is active.
Proposal 7: The location of computation of monitoring metric may be taken into account while discussing procedures to enable and configure performance monitoring and reporting especially for positioning use-case. 
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