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1 Introduction
In this paper, we discuss the mapping between AI functionality and physical entities. 

2 Discussion
2.1	AI functionality framework
In the previous RAN2 meeting, a general framework in Figure 1 was proposed in R2-2303674 and was not agreed due to companies’ different understandings. 
[image: ]
Figure 1: Proposed framework in R2-2303674

From our point of view, we suggest making few modifications based on Figure 1. 
· First, we suggest replacing “Performance Monitoring” using “Model Management” to be more generic. Because we believe model activation/deactivation/selection etc. can be regarded as model management in general, which could be a consequence of model monitoring. 
· Secondly, for “Model Storage”, it could be optional since the necessity depends on the implementation solution. For instance, if the AI model is trained by OTT server or OAM and given to gNB/CN and it is upon gNB/CN decision whether to further deliver to a certain UE, then gNB/CN will play the role of Model Storage. In yet another example, if the OTT server or OAM will train the AI model and deliver it to certain UE directly, there will be no need of additional “Model storage”. 
· Thirdly, we believe the model delivery/transfer though it should be also controlled by ‘Model Management’ to deliver/transfer from the remote sides if needed.

The framework after modification is shown in Figure 2. 
[image: ]
Figure 2: Functional framework for AI for air interface
[bookmark: _Toc134690143]RAN2 tries to adopt Figure 2 as the general functional framework for AI for air interface. 

2.1	Data Collection
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability



In the current RAN1 discussion, data collection is considered as one component in LCM. Even though logically one can assume the data collection functionality can be shared among other AI functionalities as assumed in RAN3 AI for RAN functionality framework. For instance, the model training and model inference may use the same data set for training and inference at the same time. However, in real implementation AI functionalities such as Model Training, Model Inference, Model Monitoring, Model selection/activation/deactivation/switching/fallback (Model selection/etc.), and Model Update, may physically locates in different entities (as will be discussed in the rest of the paper). In our understanding, those AI functionalities (that may locate in different entities) have their own data collection demand, and thus each entity should also support data collection functionality for those specific purposes. 
[bookmark: _Toc134690135]Data collection functionality could be for different LCM purposes, every entity involved in LCM could collect data for their own purpose, e.g., AI model training, inference, monitoring etc.
[bookmark: _Toc134690144]RAN2 assumes that an entity supporting following AI functionalities also supports the corresponding data collection for its own purpose: Model Training, Model Inference, Model Monitoring, Model Selection/(de)activation/Switch/Fallback, Model Update. 

2.2 AI Model Inference
Regarding where AI model inference locates, we noticed the following categories are used during RAN1 discussion for CSI, BM, Positioning respectively, which also indicates where the AI inference locates:
· CSI
· UE-side Model
· NW-side Model
· Two-side Model
· BM
· UE-side Model
· NW-side Model
· Positioning
· UE-side Model
· gNB-side Model
· LMF-side Model
With respect to the “NW-side Model” used in RAN1 CSI/BM discussion, RAN1 does not explicitly say whether the NW means gNB or other functionality in the network. From our point of view, since CSI and BM optimization is quite time sensitive, thus the corresponding AI inference should base on the (near) real time L1/L3 measurements by UE/gNB. Thus, it seems only making sense if the NW-side model for AI based CSI/BM locates at gNB. 
[bookmark: _Toc134690136]In RAN1 discussion, NW-side model is considered for CSI/BM without deciding which NW entity it refers to.
[bookmark: _Toc134690145]RAN2 is suggested to confirm that the “NW-side model” for CSI/BM inference locates at gNB, i.e., gNB-side Model.

Extend from what RAN1 has discussed, we tend to categorize the AI models into: UE-side Model, gNB-side Model, UE/gNB two-sided Model, LMF-side Model. It is beneficial if RAN2 can confirm the following understanding.

[bookmark: _Toc134690146]RAN2 is suggested to confirm the following understanding on AI model categories:
a. [bookmark: _Toc134690147]UE-side model, AI inference at UE, and applicable to CSI prediction/BM prediction/Positioning
b. [bookmark: _Toc134690148]UE/gNB two-sided model, AI inference at both UE and gNB, and applicable to CSI compression
c. [bookmark: _Toc134690149]gNB-side model, AI inference at gNB, and applicable to CSI prediction/BM prediction/Positioning
d. [bookmark: _Toc134690150]LMF-side model, AI inference at LMF, and applicable to Positioning.

In the following table, we try to also list the applicable use case.
	AI model categories
	AI Inference at
	Use cases

	UE side model
	UE
	CSI prediction, BM prediction, Positioning

	UE/gNB two sided model
	UE&gNB
	CSI compression

	gNB side model
	gNB
	CSI prediction, BM prediction, Positioning

	LMF side model
	LMF
	Positioning



2.3 AI Model Training
For gNB-side Model and LMF-side Model, the AI model is deployed in gNB only and LMF only as well as the AI inference. Even though it is technically possible that the gNB/LMF obtains the gNB-side or LMF-side model trained by another entity e.g., CN/OAM/APP server, it is upon RAN3 and SA2 decision and beyond RAN2 discussion. Besides, we don’t see RAN2 impacts when it comes to AI model transfer/delivery between NW entities. 
In the meanwhile, it is also worth noticing that in RAN3 AI for RAN discussion, RAN3 also has discussed where does AI model training/inference locate, and the following two ways of deployment is supported:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
In other word, RAN3 has not yet considered the option that an AI model used by gNB (similar as the gNB-side model) is trained by another CN entity or APP server. 
[bookmark: _Toc134690137]In AI for RAN discussion, RAN3 considers an AI model used by gNB (similar as the gNB-side model) is either trained by gNB itself or by OAM. RAN3 has not considered the option that gNB obtains an AI model from another CN node or APP Server. 
[bookmark: _Toc134690138]The AI model transfer/delivery between NW entities has no RAN2 impact. 
[bookmark: _Toc134690151]For gNB-side model and LMF-side model, RAN2 does not need to discuss where the AI training takes place. It is upon RAN3/SA2 discussion. 

For UE-side model and maybe UE/gNB two-sided model as well, since the AI model inference will take place in UE. It has different implications to the AI model transfer/delivery as discussed in the last RAN2 meeting when it comes to different solutions as following: 
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
Besides, RAN1 has done similar analysis in their last meeting as following considering different model format as well. The analysis is basically aligned with RAN2 understanding.
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side






[bookmark: _Toc134690152]For UE-side and UE/gNB two-sided model, RAN2 considers the AI training could take place in the gNB/CN(except LMF)/LMF/Server(OAM, OTT) to align with the discussion for AI model transfer/delivery.

In the following table, we try to capture the AI training aspect.
	AI model categories
	AI Training at
	AI Inference at
	Use cases

	UE side model
	gNB/CN(except LMF)/LMF/Server(OAM, OTT)
	UE
	CSI prediction, BM prediction, Positioning

	UE/gNB two sided model
	gNB/CN(except LMF)/Server(OAM, OTT)
	UE&gNB
	CSI compression

	gNB side model
	FFS
	gNB
	CSI prediction, BM prediction, Positioning

	LMF side model
	FFS
	LMF
	Positioning



2.4 AI Model Monitoring
RAN1 has discussed different options for AI monitoring for CSI compression and BM. The following agreements have been made. 
	In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)



For different use cases, RAN1 has so far discussed the following options for AI model monitoring:
· CSI compression (two-sided model)
· UE-side Monitoring
· NW-side Monitoring
· BM (NW-side model)
· NW-side Monitoring
· BM (UE-side model)
· NW-side Monitoring
· UE-side Monitoring
· Positioning (UE-side model)
· UE-side Monitoring
· Positioning (gNB-side model)
· gNB-side Monitoring
· Positioning (LMF-side model)
· LMF-side Monitoring
Similarly, RAN1 did not further clarify “NW-side monitoring” takes place in gNB or other NW entity. In our understanding, the monitoring for CSI/BM is time sensitive and should be based on (near) real time L1/L3 measurement result. Thus, it seems only making sense if the NW-side monitoring for AI based CSI/BM locates at gNB.
[bookmark: _Toc134690139]In RAN1 discussion, NW-side monitoring is considered for CSI/BM without deciding which NW entity it refers to.
[bookmark: _Toc134690153]RAN2 is suggested to confirm that the “NW-side monitoring” for CSI/BM monitoring locates at gNB, i.e., gNB-side Monitoring.

According to RAN1 discussion, it can be taken as a general principle that the model monitoring can take place at the same entity as AI inference. The only exception so far is that for  UE-side model for CSI/BM, it could be monitored by gNB as well.
[bookmark: _Toc134690154]RAN2 confirms the understanding that the AI monitoring could at least take place at the same entity for AI inference. For UE-side model for CSI/BM, it could be monitored by gNB as well.
In the following table, we try to capture the AI monitoring aspect.

	AI model categories
	AI Training at
	AI Inference at
	AI Monitoring at
	Use cases

	UE side model
	gNB/CN(except LMF)/LMF/Server(OAM, OTT)
	UE
	UE, gNB (for CSI/BM)
	CSI prediction, BM prediction, Positioning

	UE/gNB two sided model
	gNB/CN(except LMF)/Server(OAM, OTT)
	UE&gNB
	UE&gNB
	CSI compression

	gNB side model
	FFS
	gNB
	gNB
	CSI prediction, BM prediction, Positioning

	LMF side model
	FFS
	LMF
	LMF
	Positioning



2.5 AI Model Selection/(De)Activation/Switch/Fallback
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation




The above agreements have been made by RAN1 with respect to possible AI Model Selection/(De)Activation/Switch/Fallback. It can be seen that the decision of AI Model Selection/etc. is strongly coupled with AI monitoring, i.e., only based on the monitoring result one can understand if it is needed to do AI model selection/etc. 
[bookmark: _Toc134690140]AI monitoring result can be used to make AI Model selection/(de)activation/switch/fallback decisions.

Besides, we also notice that for UE-side model, there seems different possible AI model monitoring and selection/etc. combinations:
· UE-side monitoring
· UE decides model selection/etc.
· NW decides model selection/etc.
· NW-side monitoring
· NW decides model selection/etc.
Similarly, RAN1 did not further clarify “NW-decided model selection/etc.” means gNB or other NW entity makes the decision. In our understanding, the decision of Model selection/etc. for CSI/BM is time sensitive and should be based on (near) real time L1/L3 measurement result. Thus, it seems only making sense if the NW-decided model selection/etc. for AI based CSI/BM locates at gNB. While for positioning, the decision could be either done by gNB or LMF depending on if it is AI assisted positioning or direct AI positioning. 
[bookmark: _Toc134690141]In RAN1 discussion, NW-decided model selection/etc. is considered for CSI/BM without deciding which NW entity it refers to.
[bookmark: _Toc134690155]For AI based CSI/BM, RAN2 is suggested to confirm that the AI model selection/(de)activation/switch/fallback decision for UE sided model and two-sided model can be decided by either UE (if UE performs model monitoring) or gNB. 
[bookmark: _Toc134690156]For AI based positioning, RAN2 is suggested to confirm that the AI model selection/(de)activation/switch/fallback decision for UE sided model can be decided by either UE (if UE performs model monitoring) or gNB or LMF. 

As for NW-side model (either gNB-side or LMF-side), RAN1 has not really considered/discussed if the model selection/etc. decision can be done by another entity. Thus, as a start point, RAN2 can assume for gNB-side and LMF-side models, the model selection/etc. decision takes place in the same gNB/LMF entity.
[bookmark: _Toc134690157]RAN2 assumes that the model selection/(de)activation/switch/fallback for gNB-side and LMF-side models is decided by the same gNB/LMF entity. 

In the following table, we try to capture the AI model selection/(de)activation/switch/fallback aspect.
	AI model categories
	AI Training at
	AI Inference at
	AI Monitoring at
	AI model Selection/ (de)activation/ switch/fallback
	Use cases

	UE side model
	gNB/CN(except LMF)/LMF/Server(OAM, OTT)
	UE
	UE, 
gNB (for CSI/BM)
	UE (if monitored by UE), 
gNB, 
LMF (for positioning)
	CSI prediction, BM prediction, Positioning

	UE/gNB two sided model
	gNB/CN(except LMF)/Server(OAM, OTT)
	UE&gNB
	UE&gNB
	UE (if monitored by UE), 
gNB
	CSI compression

	gNB side model
	FFS
	gNB
	gNB
	gNB
	CSI prediction, BM prediction, Positioning

	LMF side model
	FFS
	LMF
	LMF
	LMF
	Positioning




2.6 AI Model Update
The last aspect is about AI model update. It seems obvious that the AI training entity could update the AI model based on the monitoring result or future training data collection. 
Another issue has been raised in RAN1 but has not concluded yet is if the entity performs AI inference can update the AI model after receiving it from the AI training entity. 
[bookmark: _Toc134690158]RAN2 understands that the entity of AI training can also perform AI model update. FFS if the entity of AI inference can also update AI model after receiving from the AI model training entity.  
[bookmark: _Toc134690159]RAN2 takes the table below as start point for functionality mapping discussion.
	AI model categories
	AI Training/Update at
	AI Inference at
	AI Monitoring at
	AI model Selection/ (de)activation/ switch/fallback
	Use cases

	UE side model
	gNB/CN(except LMF)/LMF/Server(OAM, OTT)
	UE
	UE, 
gNB (for CSI/BM)
	UE (if monitored by UE), 
gNB, 
LMF (for positioning)
	CSI prediction, BM prediction, Positioning

	UE/gNB two sided model
	gNB/CN(except LMF)/Server(OAM, OTT)
	UE&gNB
	UE&gNB
	UE (if monitored by UE), 
gNB
	CSI compression

	gNB side model
	FFS
	gNB
	gNB
	gNB
	CSI prediction, BM prediction, Positioning

	LMF side model
	FFS
	LMF
	LMF
	LMF
	Positioning


Note: entity of Model Training, Model Inference, Model Monitoring, Model Selection/(de)activation/Switch/Fallback, Model Update will conduct data collection for its own purpose. 

3	Conclusion

Based on the discussion above, we observe:
Observation 1	Data collection functionality could be for different LCM purposes, every entity involved in LCM could collect data for their own purpose, e.g., AI model training, inference, monitoring etc.
Observation 2	In RAN1 discussion, NW-side model is considered for CSI/BM without deciding which NW entity it refers to.
Observation 3	In AI for RAN discussion, RAN3 considers an AI model used by gNB (similar as the gNB-side model) is either trained by gNB itself or by OAM. RAN3 has not considered the option that gNB obtains an AI model from another CN node or APP Server.
Observation 4	The AI model transfer/delivery between NW entities has no RAN2 impact.
Observation 5	In RAN1 discussion, NW-side monitoring is considered for CSI/BM without deciding which NW entity it refers to.
Observation 6	AI monitoring result can be used to make AI Model selection/(de)activation/switch/fallback decisions.
Observation 7	In RAN1 discussion, NW-decided model selection/etc. is considered for CSI/BM without deciding which NW entity it refers to.


Based on the discussion above, we propose:

Framework
Proposal 1	RAN2 tries to adopt Figure 2 as the general functional framework for AI for air interface.

Data Collection
Proposal 2	RAN2 assumes that an entity supporting following AI functionalities also supports the corresponding data collection for its own purpose: Model Training, Model Inference, Model Monitoring, Model Selection/(de)activation/Switch/Fallback, Model Update.

AI model inference 
Proposal 3	RAN2 is suggested to confirm that the “NW-side model” for CSI/BM inference locates at gNB, i.e., gNB-side Model.
Proposal 4	RAN2 is suggested to confirm the following understanding on AI model categories:
a.	UE-side model, AI inference at UE, and applicable to CSI prediction/BM prediction/Positioning
b.	UE/gNB two-sided model, AI inference at both UE and gNB, and applicable to CSI compression
c.	gNB-side model, AI inference at gNB, and applicable to CSI prediction/BM prediction/Positioning
d.	LMF-side model, AI inference at LMF, and applicable to Positioning.

AI model training
Proposal 5	For gNB-side model and LMF-side model, RAN2 does not need to discuss where the AI training takes place. It is upon RAN3/SA2 discussion.
Proposal 6	For UE-side and UE/gNB two-sided model, RAN2 considers the AI training could take place in the gNB/CN(except LMF)/LMF/Server(OAM, OTT) to align with the discussion for AI model transfer/delivery.

AI model monitoring
Proposal 7	RAN2 is suggested to confirm that the “NW-side monitoring” for CSI/BM monitoring locates at gNB, i.e., gNB-side Monitoring.
Proposal 8	RAN2 confirms the understanding that the AI monitoring could at least take place at the same entity for AI inference. For UE-side model for CSI/BM, it could be monitored by gNB as well.

AI model selection/(de)activation/switch/fallback
Proposal 9	For AI based CSI/BM, RAN2 is suggested to confirm that the AI model selection/(de)activation/switch/fallback decision for UE sided model and two-sided model can be decided by either UE (if UE performs model monitoring) or gNB.
Proposal 10	For AI based positioning, RAN2 is suggested to confirm that the AI model selection/(de)activation/switch/fallback decision for UE sided model can be decided by either UE (if UE performs model monitoring) or gNB or LMF.
Proposal 11	RAN2 assumes that the model selection/(de)activation/switch/fallback for gNB-side and LMF-side models is decided by the same gNB/LMF entity.

AI model update
Proposal 12	RAN2 understands that the entity of AI training can also perform AI model update. FFS if the entity of AI inference can also update AI model after receiving from the AI model training entity.
Proposal 13	RAN2 takes the table below as start point for functionality mapping discussion.

	AI model categories
	AI Training/Update at
	AI Inference at
	AI Monitoring at
	AI model Selection/ (de)activation/ switch/fallback
	Use cases

	UE side model
	gNB/CN(except LMF)/LMF/Server(OAM, OTT)
	UE
	UE, 
gNB (for CSI/BM)
	UE (if monitored by UE), 
gNB, 
LMF (for positioning)
	CSI prediction, BM prediction, Positioning

	UE/gNB two sided model
	gNB/CN(except LMF)/Server(OAM, OTT)
	UE&gNB
	UE&gNB
	UE (if monitored by UE), 
gNB
	CSI compression

	gNB side model
	FFS
	gNB
	gNB
	gNB
	CSI prediction, BM prediction, Positioning

	LMF side model
	FFS
	LMF
	LMF
	LMF
	Positioning


Note: entity of Model Training, Model Inference, Model Monitoring, Model Selection/(de)activation/Switch/Fallback, Model Update will conduct data collection for its own purpose. 

4	Reference
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