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1 Introduction
In pervious RAN1 meetings, the AI/ML for positioning accuracy enhancement was studied and make some agreements. In RAN2#121bis meeting, some agreements on AI/ML based positioning were made. In this contribution, we will discuss the model control for the AI/ML based positioning and provide our suggestions.
2 Discussion
2.1 AI/ML model inference
In RAN1#110bis meeting, it was agreed to study the following cases for AI/ML based positioning [1]:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

In the last RAN1 meeting, it made some agreements on model inference input and output for different use cases as below [2]:
From RAN2 perspective, the signalling procedures for supporting model inference input and output defined by RAN1 can be considered. For case 2b and 3b, LMF should request UE and gNB to report the new measurement respectively, and the AI function is transparent for UE and gNB. For case 2a and 3a, LMF should indicate UE and gNB to use AI model to get the measurement and request UE and gNB to report it respectively. For case 1, LMF also should indicate UE to apply the AI model.
Proposal 1: For case 2b and 3b, LMF should request UE and gNB to report the new measurement respectively. For case 2a and 3a, LMF should indicate UE and gNB to use AI/ML model to get the measurement and request UE and gNB to report it respectively. For case 1, LMF also should indicate UE to apply the AI/MLmodel .
Proposal 2: RAN2 could discuss the assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model

2.2 AI/ML model training

Considering that AI/ML model can be deployed at UE, gNB and LMF, it could assume that UE, gNB and LMF can perform the AI/ML model training as well. However, UE capability is limited and the UE may be not able to perform the AI/ML model training, we suggest study the AI model training at LMF and gNB with high priority.
Proposal 3: We suggest RAN2 study the AI/ML model training at LMF and gNB with high priority in Rel-18.
2.3 LCM of AI/ML model 
In RAN2#121bis meeting, it was agreed that model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated for positioning use case. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).
For the positioning use case, case 1 and case 2a are UE side model, case 2b and case 3b are LMF side model and case 3a is gNB side mode. For UE side model, the UE should report the positioning measurement and/or location information to LMF, for gNB side model, the gNB should report the positioning measurement to LMF. Therefore, it is reasonable for LMF to imitate the model/function selection/(de)activation/switching/fallback for UE side model and gNB model. For LMF side model, it should be initiated by the LMF.
Proposal 4: For LMF side model, the LMF initiates the model/function selection/(de)activation/ switching/fallback, for UE side model, both UE and LMF can initiate the model/function selection/(de)activation/switching/fallback, for gNB side model, both gNB and LMF can initiate the model/function selection/(de)activation/switching/fallback.

For UE, gNB or LMF initiating the model/function selection/(de)activation/switching/fallback, the LPP and NRPPa message could be considered.
Proposal 5:  LPP and NRPPa message could be enhanced for UE, gNB or LMF initiating the model/function selection/(de)activation/switching/fallback.
2.4 AI/ML model performance monitoring 
In the last RAN1 meeting, RAN1 made some progresses on AI/ML model monitoring as below [3]:
According to RAN1 agreement, RAN2 could discuss the signalling procedures for model performance monitoring, including the monitoring metric configuration and transmission, assistance signalling and procedure for deriving monitoring metric, and assistance signalling and procedure for providing ground truth label. 
Proposal 6: RAN2 could discuss the assistance signalling and procedure for deriving monitoring metric, monitoring metric configuration and transmission and assistance signalling and procedure for providing ground truth label.
3 Conclusions 
In this contribution, we have discussed the model control for AI based positioning and provide the following proposals:
Proposal 1: For case 2b and 3b, LMF should request UE and gNB to report the new measurement respectively. For case 2a and 3a, LMF should indicate UE and gNB to use AI/ML model to get the measurement and request UE and gNB to report it respectively. For case 1, LMF also should indicate UE to apply the AI/MLmodel .
Proposal 2: RAN2 could discuss the assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model.

Proposal 3: We suggest RAN2 study the AI/ML model training at LMF and gNB with high priority in Rel-18.
Proposal 4: For LMF side model, the LMF initiates the model/function selection/(de)activation/ switching/fallback, for UE side model, both UE and LMF can initiate the model/function selection/(de)activation/switching/fallback, for gNB side model, both gNB and LMF can initiate the model/function selection/(de)activation/switching/fallback.
Proposal 5:  LPP and NRPPa message could be enhanced for UE, gNB or LMF initiating the model/function selection/(de)activation/switching/fallback.
Proposal 6: RAN2 could discuss the assistance signalling and procedure for deriving monitoring metric, monitoring metric configuration and transmission and assistance signalling and procedure for providing ground truth label.
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Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement


Types of measurement as model inference input


new measurement


existing measurement


UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b


Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)


For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)


Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model


New and/or enhancement to existing assistance signaling


Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed








Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects


Entity to derive monitoring metric


UE at least for Case 1 and 2a (with UE-side model)


FFS PRU for Case 1 and 2a


gNB at least for Case 3a (with gNB-side model)


FFS gNB for Case 3b (with LMF-side model)


LMF at least for Case 2b and 3b (with LMF-side model)


Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)


If model monitoring does not require ground truth label (or its approximation).


Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.


Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.


report of the calculated metric and/or model monitoring decision


If model monitoring requires and is provided ground truth label (or its approximation)


Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.


Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.


report of the calculated metric and/or model monitoring decision


Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded









4/4


