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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction:
[bookmark: _Hlk53665621]At last preview RAN2 meetings [1,2,3], RAN2 discussed a lot of issues and made lots of agreements on multi-path. Still, there are some open issues, e.g. relation between PCell and SRB1/2 location, RLF handling, triggering RRC_IDLE/INACTIVE relay UE state transition, bearer mapping, the supporting cases and the related detailed procedures. 
In this contribution, we will further discuss these remaining issues for multi-path Scenario 1 and Scenario 2 as follows:
· Common CP aspects
· Relation between PCell and SRB1/2 location
· RLF handling and fast recovery procedure
· Ideal inter-UE link failure for Scenario 2
· Scenario specific and path addition/release procedure
· RRC_IDLE/RRC_INACTIVE relay UE
· Split and Duplication
· Path addition and release procedure
· Bearer mapping configuration for Scenario 2
2. Discussion
2.1. Relation between PCell and SRB1/2 location
It is already agreed that the remote UE PCell is only configured when the remote UE is in multi-path operation, for both scenario 1 and scenario 2. Additionally, for scenario 1, SRB1 and SRB2 can be configured on either the direct or the indirect path. As agreed in RAN2#121bise, for scenario 2, non-split SRB1 and non-split SRB2 should be configured on the direct path, and the direct path should be configured as the primary path for split SRB1/SRB2.For scenario 1, for SRB1 location, further discussion is needed on the potential specification impact of relation between PCell and SRB1/SRB2 location. From SRB1, two options are on the table:
· Option 1: PCell on direct, SRB1 (non-split SRB1 or primary path of split SRB1) on direct
· Option 2: PCell on direct, SRB1(non-split SRB1 or primary path of split SRB1) on indirect
Option 1 was agreed to be supported in RAN2#121bise, while whether also support Option 2 need further discussion. For us, Option 1 outperforms Option 2 due to following reasons:
· follow legacy behavior (i.e. same MCG link or on the same relay UE’s link);
· simplified UE behavior to handle all failure cases;
· minimized specification impact, avoid new UE behavior;
· unified RLF handling between Scenario 1 and Scenario 2. 

	Failure Cases
	Result for Option 1
	Result for Option 2

	PCell good, SRB1 failure (due to MAC/RLC failure)
	RRC re-establishment
	RRC re-establishment or recover SRB1 via direct path?

	PCell failure, SRB1 good
	RRC re-establishment
	RRC re-establishment or recover PCell via indirect path?

	PCell failure, SRB1 failure (due to MAC/RLC failure)
	RRC re-establishment
	RRC re-establishment


As Remote UE’s PCell is configured on direct path, we think non-split SRB1 or the primary path of split SRB1 should also be configured on the direct path. Otherwise, how Remote UE RLF may be declared would be complicated, as as shown in table above. Additionally, if non-SRB1 is configured on the indirect path, and if indirect path link failure occurs, remote UE will have to perform RRC re-establishment. In this case , it means that NW configures a PCell that cannot work in standalone by itself. If primary path of split SRB1 is configured on the indirect path, the remote UE need to recover SRB1 via SRB1 on the direct path), as the direct path works well currently, why not just configure primary path of split SRB1 on direct path in the first place.  furthermore, as it was agreed that non-split SRB1 or primary path of split SRB1 can only be configured on the direct path, keeping alignment of PCell and SRB1/2 location can make the specification neat and easy for maintenance. In summary, there is no clear observed benefit to allocate the non-split SRB1/primary path of split SRB1 and non-split SRB2/primary path of split SRB2 to different paths.
Therefore,
Proposal 1 [bookmark: _Toc131424472]For Scenario 1, non-split SRB1 for the remote UE in multipath is always configured on the direct path.
Proposal 2 [bookmark: _Toc131424473]For Scenario 1, the split SRB1’s primary path of the remote UE in multipath is by default on the direct path.
Base on above Proposal 1 and Proposal 2, a potential issue is that for MP case B in scenario 1, where the remote UE configured only on the indirect path adds the direct path under the same gNB, after addition of the direct, it is expected that the network to reconfigure non-spit SRB1 on the direct path or split SRB1 with the direct path as the primary path. 
For MP direct path addition (Case B), we propose:
Proposal 3 [bookmark: _Toc131424474]For Scenario 1, in case the remote UE with the indirect path adds the direct path under the same gNB, the remote UE is reconfigured with non-split SRB1 on the direct path or split SRB1 with the direct path as the default primary path.
On the location of SRB1 and SRB2 there was some open issues as:
· Whether SRB1/2 can be configured in different path for Scenario 1 
If Proposal 1&2 is agreed, we are left with the option that whether non-split SRB2 or the primary path of the split-SRB2 can be configured on the indirect path. For Scenario 1, if non-split SRB1 is configured on the direct path and non-split SRB2/primary path of split SRB2 is configured on indirect path, when RLF occurs on PCell, SRB2 alone would not independently work and the remote UE would still have to perform RRC re-establishment so that SRB1/2 can be reconfigured. We see no particular use case to have such non-split SRB2/primary path of split SRB2 configuration on the indirect path, but rather standardization effort with unclear benefit.
Therefore,
Proposal 4 [bookmark: _Toc131424476]For Scenario 1, non-split SRB2 for the remote UE is always configured on the direct path.
Proposal 5 [bookmark: _Toc131424477]For Scenario 1, the primary path of split SRB2 for the remote UE is always by default on the direct path.
2.2. RLF handling and fast recovery procedure
According the previous discussions and agreements, there are the following failure conditions.
· Direct path failure: the radio link of the direct path is determined to be failed according existing procedure； 
· Indirect path failure: the indirect path is determined to be failed, comprising any of the following conditions:
· The remote UE detects the failure of the PC5 link to the relay UE in Scenario 1;
· The remote UE receives the Uu failure notification from the relay UE in Scenario 1;
· The remote UE detects UE-UE failure on indirect path in Scenario 2; 
Even though the remote UE is configured with multiple path, the serving cells of both the direct path and the indirect path belong to the MCG, e.g. same NW node and same MAC entity. However, there are still differences between the direct path and the indirect path at least for Scenario 2 according to RAN2’s 121bis meeting agreements:  
Non-split SRB1 and 2 over indirect path is not supported in Scenario 2. 
Split SRB1 and 2 are supported in Scenario 2 and primary path of the split SRB 1 and 2 is always on direct path.
Based on analysis in the above section, we also prefer the same proposals for Scenario 1 to have a unified modeling between these two multi-path scenarios. For both Scenario-1&2, the direct path will have the master role and more like to legacy MCG operation. After direct path failure occurs, it should be allowed by UE autonomously to set the primary path of split SRB1 to refer to the indirect path for failure information reporting. When remote UE can notify network using the available indirect path of split SRB1, MCGFailureInformation should be reused. Furthermore, to avoid remote UE indefinitely wait for network response, timer T316-like timer should be introduced.
Proposal 6 For both Scenario 1&2, it is allowed by the remote UE autonomously to set the primary path of split SRB1 to refer to the indirect path only when Uu RLF is detected.
Proposal 7 [bookmark: _Toc131424478]For both Scenario 1&2, MCGFailureInformation should be reused to report the direct path failure information.
Proposal 8 Introduce a timer (i.e., T316-like) to control the duration of fast recovery procedure for direct path failure.
[bookmark: _Toc131424482]If the remote UE detects direct path failure and SRB1 is not available in the indirect path, or if remote UE detects the direct path failure but the fast recovery timer is not configured, it is regarded as that fast recovery is not configured by the network for the remote UE. As a consequence, the remote UE should initiate the RRC re-establishment procedure.  
Proposal 9 [bookmark: _Toc131424483]For Scenario 1&2, if the fast recovery timer for direct path failure is not configured or is expired, remote UE triggers RRC re-establishment. 
In the second step, we discuss indirect path failure and related fast recovery procedure. After indirect path failure occurs, e.g. PC5 failure in Scenario 1 or UE-UE failure in Scenario 2, remote UE can report failure information to gNB over direct path.
If UE-UE link failure is detected on indirect path in Scenario 2, the remote UE can report UE-UE link failure to gNB over direct path.  Details of the reporting mechanism can be further discussed.
There are two alternatives for the reporting message upon indirect path failure:
Alt1: MCGFailureInformation;
Alt2: SidelinkUEInformation or UEAssistanceInformation;
For Alt1, reusing MCGFailureInformation can follow the existing concept of MCG, e.g. indirect path connected to the same node and having same MAC entity with direct path. However, MCGFailureInformation usually expect a response from gNB, e.g. UE RRC re-establishment when fast recovery timer expiry, immediately reset MCG MAC and suspend RBs, which is too serious for indirect path failure case since SRBs, especially SRB1, and DRBs can still be transmitted via direct path now. Although SCGFailureInformation seems more suitable for indirect path failure information reporting, e.g. without fast recovery timer and RRC re-establishment, it is easy to confuse the whole modelling with two MAC entities and two cell groups. SCGFailureInformation needs to be excluded. MCGFailureInformation can be considered with some specially operations, e.g. without fast recovery timer, not resetting the whole MAC entity but only the part of indirect path related and so on.
For Alt2, SidelinkUEInformation is used to report legacy sidelink radio link failure. Upon detecting the sidelink radio link failure for a specific destination, UE will release the PDCP entity, RLC entity and the logical channel of the SL RBs for PC5-RRC message of this destination and report to its gNB. The remote UE in Scenairo-1 can reuse this message to report indirect path failure, suspend related RBs and reset the MAC part of indirect path. In the same way, UEAssistanceInformation can be reused for UE-UE failure information reporting in Scenario 2.
In general, no matter which message is chosen, it needs to be accompanied by the following same operations: no fast recovery timer, suspend related RBs and reset the MAC part of indirect path. And new failure types will be introduced, e.g. relay UE Uu failure, SL failure and inter-UE failure.  We slightly prefer to reuse MCGFailureInformation.
Proposal 10 For both Scenario 1&2, MCGFailureInformation is reused to report the indirect path failure information without starting fast recovery timer and new failure types are introduced, e.g. relay UE Uu failure, SL failure and inter-UE failure.

Furthermore, about the following FFS in the agreement:
A remote UE in RRC_CONNECTED, upon reception of Uu RLF indication from the relay UE, suspends transmissions on the indirect path and informs the network if SRB1 is available on the direct path and not suspended, otherwise triggers re-establishment.  FFS whether to apply the same behaviour 1) when the relay UE informs the remote UE of HO; 2) When the relay UE moves to IDLE following expiry of dataInactivityTimer, if the timer is supported for the relay UE.  This agreement does not imply any conclusion on non-split SRB1 on indirect path.
Since both cases are already known by the network, it is not needed to inform the network by the remote UE. It can be left to network implementation to reconfigure the remote UE, e.g. release indirect path. No other behaviour except for suspending transmissions on the indirect path is needed when the relay UE informs the remote UE of HO. And the relay UE does not need to inform the remote UE about its moving to IDLE following expiry of dataInactivityTimer.
Proposal 11 The remote UE does not need to inform the network when either the relay UE informs the remote UE of HO or the relay UE moves to IDLE following expiry of dataInactivityTimer.

2.3. RRC_IDLE/RRC_INACTIVE relay UE
In last RAN2 meetings, RAN2 had achieved the following agreements and working assumption:
Agreements:
For bringing the idle/inactive relay UE to RRC_CONNECTED, the legacy Rel-17 behaviour (Alt 1 in the proposal) is not disabled for indirect path addition when split SRB1 is configured.  A PC5-RRC trigger is specified at least for other cases.
FFS if a Rel-17 relay UE is supported for use with multi-path and how the above agreement is reflected in such a case.
When split SRB1 with duplication is configured, the remote UE sends the RRCReconfigurationComplete message to gNB via both paths for Scenario 1.
When one of the following conditions is met, the remote UE sends the RRCReconfigurationComplete message to gNB via the direct path for Scenario 1. FFS on need for additional condition.
-	when primary RLC entity of split SRB1 is on direct path 
-	when non-split SRB1 is configured on direct path
Working assumption: Proposal 11	[20/21] For multi-path Relay Scenario-2, leave it to relay and remote UE implementation on how to trigger the RRC_IDLE/RRC_INACTIVE target relay UE to initiate RRC connection establishment procedure. R2 further discuss the solution for Scenario-1.
Agreements:
If both remote and relay UE are in RRC_CONNECTED, the remote UE reports relay UE’s ID to gNB for indirect path addition.  Need for reporting in the idle/inactive case can be further discussed.  FFS what ID is used.
Regarding the issues related to RRC_IDLE/RRC_INACTIVE relay UE, we discuss separately for Scenario 1 and Scenairo-2 in the following sub-sections.
2.3.1. Scenario 1 
According to last RAN2 meeting agreements, both the legacy Rel-17 behaviour and a PC5-RRC trigger were agreed for bringing the IDLE/INACTIVE relay UE to RRC_CONNECTED in multi-path scenario 1. The former can be used when split SRB1 is configured and the latter is at least for other cases. However, we think that the above mechanism can only work well with the assumption that all relay UEs are Rel-18 relay UEs or with multi-path relay capability, e.g. supporting the new PC5-RRC trigger. Otherwise, if co-existence of Rel-17 relay UEs and Rel-18 relay UEs occurs, there may be an issue on how the serving gNB of remote UE to differentiate between a Rel-17 target relay UE and a Rel-18 target relay UE and configure the proper SRB1 path for Rel-17 relay UE since they cannot support the new PC5-RRC trigger.
Observation 1: A new PC5-RRC trigger cannot be supported by a Rel-17 relay UE.
According to newest SA2 agreements, there is no difference between relay UEs in Rel-17 indirect-only link and in Rel-18 multi-path relay link, e.g. from the perspective of discovery&PC5-S procedures and authorization. From RAN2 side, at least the new PC5-RRC trigger can be the difference between Rel-17 and Rel-18 relay UEs. However, the serving gNB of remote UE cannot differentiate the capability of a target relay UE staying in IDLE/INACTIVE state by now. The potential scenarios and their corresponding solutions may be as followings:
Scenario 1: the assumption is that all relay UEs can be Rel-18 relay UE, i.e. supporting the new PC5-RRC trigger;
Scenario 2a: with co-existence of Rel-17 relay UEs and Rel-18 relay UEs, the serving gNB of remote UE blindly configures the path of SRB1 and a multi-path addition procedure will fail if a target Rel-17 relay UE meets the case of SRB1 on direct path; 
Scenario 2b: with co-existence of Rel-17 relay UEs and Rel-18 relay UEs, some enhancements are needed for the serving gNB of remote UE to differentiate Rel-17 relay UE, e.g. discovery and measurement reporting.
In our understanding, scenario 1 and scenario 2a are simpler, i.e. without extra specification efforts. From the perspective of the validity of deployment, these two are also reasonable. Relay UE deployment plans are not heard even after R18 frozen. In the timeline of specification and deployment, when relay UE will plan to enter commercial market, R18 spec and even latter release would be mature. Rel-18 relay UE only needs a minimal upgrade and can support a broader multi-path scenario compared to a Rel-17 relay UE. In terms of timeline and cost, it is highly unlikely that a deployment scenario will have a large number of Rel-17 relay UEs and a small number of Rel-18 ones.
Observation 2: In terms of timeline and cost, it is feasible and reasonable to deploy Rel-18 relay UE directly.
For scenario 2b, new capability acquisition during discovery or PC5-S initial procedures and remote UE reporting to its serving gNB with relay UE’s Rel-18 capability may be considered further by both SA2 and RAN2. Lots of detailed discussion and cross-group collaboration may not be avoided. SA2’s specs will freeze in June 2023. Scenario 2b is not preferable.
Observation 3: Considering the SA2 budget, there is no enough time to have specific enhancement for the mixed deployment scenario: multi-path configuration with R18 remote UE and R17 relay UE.
Hence,
Proposal 12 It is totally up to gNB implementation on how to configure the path of SRB1 of remote UE when Rel-17 relay UE is used, i.e. no specific enhancement for the serving gNB of remote UE to differentiate Rel-17 relay UE in both RAN2 and SA2.
Furthermore, there is an issue that RRC connection establishment procedure of relay UE triggered by remote UE PC5 RRC may be failure after the E2E RRC Reconfiguration Complete message of remote UE has been transmitted successfully via the direct path. In this case, in remote UE or gNB, E2E RRC Reconfiguration procedure has been completed, e.g. related timer stopped. In release 17, the remote UE will consider indirect path addition successful upon successfully sending RRCReconfigurationComplete message via direct path, i.e. Uu RLC acknowledgement is received from NW. Later, if relay UE fails for RRC connection establishment, the relay UE can inform remote UE about its RRC connection establishment failure via PC5 Notification message. And remote UE then initiates the RRC connection re-establishment procedure. In release 18, relay UE PC5 notification procedure can reuse R17. However, RRC connection re-establishment is not needed since there is still a direct path available for remote UE data transfer.  It can be left to NW implementation on how to reconfigure remote UE, e.g. release multi-path or new addition procedure.
Proposal 13 It is left to NW implementation on how to reconfigure remote UE, e.g. release multi-path or new addition procedure, when RRCReconfigurationComplete message has been received via direct path but relay UE RRC connected establishment fails.

2.3.2. Scenario 2 
During online discussion of last meetings, there are concerns that some Scenario 2 specific issues need to be considered altogether with the above WA, i.e., whether the target relay UE needs to be in RRC_CONNECTED for multi-path operation and how the gNB learns the relationship between the UEs, e.g., via C-RNTI or S-TMSI reporting. Regarding the potential issues related to RRC_IDLE/RRC_INACTIVE relay UE for Scenario 2, our views are summarized as below:
Firstly, as the interface between remote UE and relay UE is non-standardized, we believe it’s reasonable to leave it to relay and remote UE implementation on how to trigger the RRC_IDLE/RRC_INACTIVE target relay UE to initiate RRC connection establishment procedure, i.e., the above WA can be confirmed into agreement.
Proposal 14 For Scenario 2, RAN2 to confirm the WA into agreement, i.e., leave it to relay and remote UE implementation on how to trigger the RRC_IDLE/RRC_INACTIVE target relay UE to initiate RRC connection establishment procedure.
Secondly, since RAN2 has already agreed that for Scenario 2 the relationship between remote UE and relay UE in Scenario 2 is pre-configured or static, we think it may be difficult for the gNB to check the validity of the inter-UE relationship when the relay UE is in RRC_IDLE/RRC_INACTIVE. If the remote UE is allowed to report relay UE’s ID (e.g. S-TMSI or I-RNTI) when relay UE is in RRC_IDLE/RRC_INACTIVE state, unnecessary RRC state transition of relay UE may be avoided in the case that gNB does not decide to configure multi-path for the remote UE. But this solution will introduce extra complexity to handle different ID types, ID invalidation and unpredictable state transitions due to other causes.  Therefore, RAN2 are suggested to only support remote UE to report the inter-UE relationship after relay UE successfully entering RRC_CONNECTED in this release. 
Proposal 15 For Scenario 2, RAN2 assumes that remote UE will report the inter-UE relationship only after relay UE successfully entering RRC_CONNECTED in this release. 
Moreover, RAN2 may discuss the potential Uu impact on how for remote UE to report the inter-UE relationship. For example, there are two candidate solutions:
- Option 1: remote UE oriented solution under common permission by NW, i.e., remote UE autonomously reports the inter-UE relationship with the relay UE after it triggers the relay UE successfully entering RRC_CONNECTED, e.g. with common reporting permission in SIB. The corresponding steps are described as below:
· Step 1: remote UE implementation triggers the relay UE in RRC_IDLE/RRC_INACTIVE to initiate RRC connection establishment/resume procedure, e.g. with common reporting permission in SIB.
· Step 2: if the relay UE successfully enters RRC_CONNECTED, the relay UE forwards its C-RNTI and serving cell ID (NCGI) to the remote UE.
· Step 3: remote UE initiates the report of the inter-UE relationship with the relay UE’ C-RNTI and serving cell ID (NCGI) to the gNB.
· Step 4: the gNB configures remote UE with the multi path operation with the relay UE.  However, there may be a risk or waste that gNB will only release relay UE if it is not intended to add Ideal-BH relay link based on its algorithm, system load or other reasons. Or, when gNB does not decide to configure multi-path scenario 2 to any remote UE due to high system load or its situation, the reporting permission in SIB will be switched off by NW.


- Option 2: NW controlled solution under UE specific permission, i.e., remote UE only reports the inter-UE relationship with the relay UE after the gNB indication. The corresponding steps are described as below:
· Step 1: remote UE receives the gNB indication or reconfiguration for relay link, additionally which may include the target cell(s) information.
· Step 2: similar as the Step 1 described in Option-1. This Step may be executed only when the camping cell of the relay UE is the same as the target cell(s) indicated by the gNB.
· Step 3: similar as the Step 2 described in Option-1. 
· Step 4: similar as the Step 3 described in Option-1. In this Step, the remote UE’s reporting of relay UE’s serving cell ID (NCGI) can be skipped since the target cell(s) is indicated by the gNB.
· Step 5: the gNB configures relay UE /and remote UE with the multi path operation.  


In general, we think both options can work. Option 1 is useful for the mobile originated traffic or signalling at the remote UE side and common reporting permission can also guarantee that the reporting is somehow under control of NW. While Option 2 is useful for mobility management of multi path operation especially when there is no UL traffic at the moment but only DL traffic arrival for the remote UE and UE specific reporting control is more accurate but with a little higher signalling overhead. However, since the Remote UE is RRC_CONNECTED UE, the signalling overhead is not a big issue. And there is extra UE complexity to read  with common reporting permission in SIB. Therefore, Option 2 is preferred.
	
	Option 1
	Option 2

	Description
	Remote UE decide when to trigger state transition of relay UE and then report to gNB under common permission by NW
	NW control when Remote/relay UE report the relationship per UE level

	Pros
	Remote UE reporting the relationship if needed by NW permission 
	Indication/reconfiguration by NW is per UE level


	Cons
	Reporting permission is cell level, e.g. SIB modification upon load situation change

	May have more signaling overhead



Proposal 16 For Scenario 2, NW controlled solution under UE specific permission, remote UE can report relay UE’s ID, i.e. C-RNTI and serving cell ID, after it triggers the relay UE entering RRC_CONNECTED.
2.4. Split and Duplication
In legacy mechanism, PDCP duplication can be supported by a split DRB or a split SRB. Dynamic duplication (de)activation of a DRB is supported based on MAC CE. The maximum number of legs in duplication for a split bearer is 4. And for a split SRB, duplication function is activated by default, i.e. not support dynamic duplication (de) activation.
For multi-path scenario 1 and scenario 2, we do not identify new reasons to support dynamic duplication (de)activation for a split SRB. Legacy mechanism for SRB duplication can be as baseline. 
Proposal 17 For Scenario 1 and Scenario 2, duplication is activated by default for a split SRB, i.e. not support dynamic duplication (de)activation for split SRB. 
For a split DRB in multi-path sencario-1 and scenario 2, legacy duplication activation/deactivation MAC CE can be transmitted via direct path and then dynamic duplication (de)activation can be supported due to clear flexibility and efficiency gains. 
On how many legs do support in duplication for a MP split bearer, we think two legs (i.e. the one in direct path and the other in indirect path) are the baseline. For the legacy maximum 4-leg case, a MP split bearer can not support since indirect path cannot be split into two CA duplication legs, e.g. no CA operation in PC5 link or ideal link. In direct path, legacy CA duplication legs splitting may be reused. Hence, maximum 3-legs duplication for a MP split bearer is feasible. However, such extreme requirements are not proven.
Proposal 18 For Scenario 1 and Scenario 2, two legs (i.e. the one in direct path and the other in indirect path) are the baseline for a MP split bearer. RAN2 to further decide whether 3 legs (i.e. two in direct path and one in indirect path) needs to be supported. 
For a MP split DRB with duplication deactivation, legacy routing mechanism, e.g. buffer size threshold, can be reused as baseline. Besides, some companies proposed also to support new (de)activation mechanism on indirect path, e.g. deactivation means suspending indirect path. (De)Activation on indirect path is just an additional routing mechanism without clear benefits since monitoring and measurement on indirect path (e.g. due to mobility and switching evaluation) will be kept when deactivation state.
Proposal 19 For Scenario 1 and Scenario 2, (de)activation of indirect path is not supported.
2.5. Path addition and release procedure
The corresponding signalling procedure for each of the following cases will be discussed in this section.
· Case A: The remote UE configured only on the direct path adds the indirect path under the same gNB; 
· Case B: The remote UE configured only on the indirect path adds the direct path under the same gNB; 
· Case C: The remote UE configured with multi-path releases the indirect path;
· Case D: The remote UE configured with multi-path releases the direct path;
· Case G: The remote UE configured with multi-path changes to a new relay UE for the indirect path while keeping the direct path under the same gNB.

2.5.1. [bookmark: _Ref131750292]Procedure of Case A for Scenario 1
For indirect path addition after direct path addition, the similar mechanism as for Case B can be used, i.e. the indirect path addition is a path switch procedure in which the target configuration contains both direct path and the indirect path. During this procedure, it depends on the gNB implementation to determine on whether/how to update direct path configuration.
 In RAN2#121 meeting, there are the following agreements in relation to Case B of Scenario 1:
Agreements:
As a baseline, direct path addition for multi-path is a path switch procedure in which the target configuration contains both paths.
Upon direct path addition for multi-path, one of the serving cells of the added direct path is configured as PCell for the remote UE.

Proposal 20 As a baseline, the indirect path addition for multi-path （i.e. Case A）in Scenario 1 is a path switch procedure in which the target configuration contains indirect path and optionally direct path.
2.5.2. Remaining issues of Case B for Scenario 1
According the agreements mentioned in subclause 2.6.1, after direct path is added, one of the serving cells of the direct path should be configured as PCell. Whether SRB1/SRB2 should be reallocated to direct path after direct path addition has not been discussed yet. In a first aspect, if non-split SRB1/SRB2 is kept in the indirect path after the PCell is reconfigured to direct path, the RRC signalling transmission may experience longer delay, which may slow the mobility procedure based on the measurements in the direct path and potentially increase the service interruption in case of handover.  In the second aspect, especially for scenario 1, if the relay UE is moving the indirect path is less stable as the direct path as the coverage provided by the relay UE is usually smaller than the gNB cell. In the third aspect, as the RRC signalling usually requires a very low rate, RRC signalling transmission in the direct path can be well guaranteed even though the direct path quality just reaches the minimum required level. Considering these, it is preferred that non-split SRB1/SRB2 should be reallocated to the direct path after the direct path addition.  Hence, we propose:
Proposal 21 As a baseline, the direct path addition for multi-path （i.e. Case B）in Scenario 1 is a path switch procedure in which the target configuration contains the direct path and the indirect path, in which SRB1/SRB2 reallocation configuration is included.
2.5.3. [bookmark: _Hlk131750339][bookmark: _Hlk115075727]Procedure of Case C for Scenario 1
[bookmark: _Hlk131151077]The similar philosophy for procedure design with respect to Case A and Case B can be followed to design the procedure for Case C, i.e. Case C can be regarded as a path switch procedure in which the target configuration only contains the direct path. During this procedure, it depends on the gNB implementation to determine on whether/how to update direct path configuration.
Proposal 22 As a baseline, the indirect path release (i.e. Case C) in Scenario 1 is a path switch procedure in which the target configuration contains the indirect path release indication and optionally the direct path.

2.5.4. Procedure of Case D for Scenario 1
The similar philosophy for procedure design with respect to Case A/B/C can be followed to design the procedure for Case D, i.e. Case D can be regarded as a path switch procedure in which the target configuration only contains the indirect path. During this procedure, it depends on the gNB implementation to determine on whether/how to update indirect path configuration.
Proposal 23 As a baseline, the direct path release (i.e. Case D) in Scenario 1 is a path switch procedure in which the target configuration contains the direct path release indication and optionally contains the indirect path.
As one of the motivations to introduce multi-path is to support high reliability service data transmission, it is natural that the data transmission reliability during the direct/indirect path release procedure should be ensured. To avoid data loss due to the indirect/indirect path release, we propose:
Proposal 24 For path release cases (i.e. Case C & D) of Scenario 1, PDCP data recovery can be configured for the remote UE’s AM DRBs.
2.5.5. Procedure of Case A for Scenario 2
The similar procedure for Case A of Scenario 1 can be reused, i.e. the indirect path addition procedure is a path switch procedure in which the target configuration contains both direct path and indirect path.  The difference with respect to Case A between Scenario 1 and Scenario 2 is that in Scenario 2 there is no configuration with respect to PC5 interface in the target configuration. 
Proposal 25 As a baseline, the indirect path addition for multi-path (i.e. Case A) in Scenario 1 is reused for Scenario 2 except that the indirect path configuration in the target configuration does not contain the PC5 related configuration.

2.5.6. Procedure of Case C for Scenario 2
For this case, the same procedure of Case C for Scenario 1 can be reused. As the target path only comprises the direct path, there is no difference for the target path configuration for Case C between Scenario 1 and Scenario 2.
Proposal 26 The same procedure as for Case C in Scenario 1 should be reused for Case C in Scenario 2.
2.6. [bookmark: _GoBack]Bearer mapping configuration for Scenario 2
For Scenario 2, RAN2 had agreed that only 1:1 bearer mapping between a remote UE’s E2E RB and a relay UE’s Uu RLC channel is supported over Uu link for the indirect path. Hence, bearer identification (except legacy LCID) is not needed in L2 PDU over Uu link. In the last RAN2 meeting, due to limited discussion time, some companies did not get it and the following working assumption and FFS are left:
Working assumptions:
Proposal 3A: Bearer identification except LCID is not needed in L2 PDU over Uu link in Scenario 2. Only 1:1 bearer mapping is supported over Uu link for the indirect path.  FFS how to configure the mapping.
In fact, legacy configuration structure can be reused to configure the above 1:1 bearer mapping between a remote UE’s E2E RB and a relay UE’s Uu RLC bearer entity. For example, in current RLC-BearerConfig information element, there is a field of servedRadioBearer to associate the RLC bearer with an SRB or a DRB. In legacy usage, this field will associate a UE’s RLC bearer with itself SRB or DRB. If reusing this rule, a new field, e.g. multipath-RemoteUE (ENUMERATED {true}) or RemoteUE-RB-Identity (CHOICE {srb-Identity, drb-Identity}), can be added to indicate the SRB ID or DRB ID belongs to the only remote UE with semi-static ideal relationship, i.e. not the relay UE itself.
[image: D:\Users\11065669\AppData\Local\Temp\ksohtml14944\wps2.jpg] 
Using the above difference between relay UE’s itself SRB/DRB ID and remote UE’s E2E SRB/DRB ID from the semi-static configuration, relay UE can easily recognize whether a packet belongs to itself or the only remote UE based on the existing LCID. 
Hence, the working assumption can be confirmed into a RAN2 agreement and detailed mapping configuration can consider the above method.
Proposal 27 For Scenario 2, RAN2 confirm the WA into agreement, i.e. “Bearer identification except LCID is not needed in L2 PDU over Uu link in Scenario 2. Only 1:1 bearer mapping is supported over Uu link for the indirect path.”.
Proposal 28  For Scenario 2, detailed mapping configuration can include one indicator of remote UE’s RB to differentiate between RBs of relay UE itself and the ones of remote UE.

3. Conclusion 
In this paper, we further discuss the remaining issues for Multi-path scenario 1 and scenario 2 and the following proposals are given:
Observation 1	A new PC5-RRC trigger cannot be supported by a Rel-17 relay UE.
Observation 2	In terms of timeline and cost, it is feasible and reasonable to deploy Rel-18 relay UE directly.
Observation 3	Considering the SA2 budget, there is no enough time to have specific enhancement for the mixed deployment scenario: multi-path configuration with R18 remote UE and R17 relay UE.

And
Proposal 1 For Scenario 1, non-split SRB1 for the remote UE in multipath is always configured on the direct path.
Proposal 2 For Scenario 1, the split SRB1’s primary path of the remote UE in multipath is by default on the direct path.
Proposal 3 For Scenario 1, in case the remote UE with the indirect path adds the direct path under the same gNB, the remote UE is reconfigured with non-split SRB1 on the direct path or split SRB1 with the direct path as the default primary path.
Proposal 4 For Scenario 1, non-split SRB2 for the remote UE is always configured on the direct path.
Proposal 5 For Scenario 1, the primary path of split SRB2 for the remote UE is always by default on the direct path.
Proposal 6 For both Scenario 1&2, it is allowed by the remote UE autonomously to set the primary path of split SRB1 to refer to the indirect path only when Uu RLF is detected.
Proposal 7 For both Scenario 1&2, MCGFailureInformation should be reused to report the direct path failure information.
Proposal 8 Introduce a timer (i.e., T316-like) to control the duration of fast recovery procedure for direct path failure.
Proposal 9 For Scenario 1&2, if the fast recovery timer for direct path failure is not configured or is expired, remote UE triggers RRC re-establishment. 
Proposal 10 For both Scenario 1&2, MCGFailureInformation is reused to report the indirect path failure information without starting fast recovery timer and new failure types are introduced, e.g. relay UE Uu failure, SL failure and inter-UE failure.
Proposal 11 The remote UE does not need to inform the network when either the relay UE informs the remote UE of HO or the relay UE moves to IDLE following expiry of dataInactivityTimer.
Proposal 12 It is totally up to gNB implementation on how to configure the path of SRB1 of remote UE when Rel-17 relay UE is used, i.e. no specific enhancement for the serving gNB of remote UE to differentiate Rel-17 relay UE in both RAN2 and SA2.
Proposal 13 It is left to NW implementation on how to reconfigure remote UE, e.g. release multi-path or new addition procedure, when RRCReconfigurationComplete message has been received via direct path but relay UE RRC connected establishment fails.
Proposal 14 For Scenario 2, RAN2 to confirm the WA into agreement, i.e., leave it to relay and remote UE implementation on how to trigger the RRC_IDLE/RRC_INACTIVE target relay UE to initiate RRC connection establishment procedure.
Proposal 15 For Scenario 2, RAN2 assumes that remote UE will report the inter-UE relationship only after relay UE successfully entering RRC_CONNECTED in this release. 
Proposal 16 For Scenario 2, NW controlled solution under UE specific permission, remote UE can report relay UE’s ID, i.e. C-RNTI and serving cell ID, after it triggers the relay UE entering RRC_CONNECTED.
Proposal 17 For Scenario 1 and Scenario 2, duplication is activated by default for a split SRB, i.e. not support dynamic duplication (de)activation for split SRB. 
Proposal 18 For Scenario 1 and Scenario 2, two legs (i.e. the one in direct path and the other in indirect path) are the baseline for a MP split bearer. RAN2 to further decide whether 3 legs (i.e. two in direct path and one in indirect path) needs to be supported. 
Proposal 19 For Scenario 1 and Scenario 2, (de)activation of indirect path is not supported.
Proposal 20 As a baseline, the indirect path addition for multi-path （i.e. Case A）in Scenario 1 is a path switch procedure in which the target configuration contains indirect path and optionally direct path.
Proposal 21 As a baseline, the direct path addition for multi-path （i.e. Case B）in Scenario 1 is a path switch procedure in which the target configuration contains the direct path and the indirect path, in which SRB1/SRB2 reallocation configuration is included.
Proposal 22 As a baseline, the indirect path release (i.e. Case C) in Scenario 1 is a path switch procedure in which the target configuration contains the indirect path release indication and optionally the direct path.
Proposal 23 As a baseline, the direct path release (i.e. Case D) in Scenario 1 is a path switch procedure in which the target configuration contains the direct path release indication and optionally contains the indirect path.
Proposal 24 For path release cases (i.e. Case C & D) of Scenario 1, PDCP data recovery can be configured for the remote UE’s AM DRBs.
Proposal 25 As a baseline, the indirect path addition for multi-path (i.e. Case A) in Scenario 1 is reused for Scenario 2 except that the indirect path configuration in the target configuration does not contain the PC5 related configuration.
Proposal 26 The same procedure as for Case C in Scenario-1 should be reused for Case C in Scenario 2.
Proposal 27 For Scenario-2, RAN2 confirm the WA into agreement, i.e. “Bearer identification except LCID is not needed in L2 PDU over Uu link in Scenario 2. Only 1:1 bearer mapping is supported over Uu link for the indirect path.”.
Proposal 28  For Scenario 2, detailed mapping configuration can include one indicator of remote UE’s RB to differentiate between RBs of relay UE itself and the ones of remote UE.
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