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1. Introduction
RAN2 have spent several meetings with online and offline discussions to make preliminary agreement on the following aspects, most of these aspects are still pending for further analysis:

· Summary and potential enhancement of current data collection framework.
· Views on whether EVEX should be involved into AI/ML data collection.
· Functionality and entity mapping for AI/ML data collection per LCM and use case.

In this contribution, we present our views based on the agreement made from previous meetings.

2. Discussion

In previous RAN2 #121 bis E-meeting, the following agreements have been made as the guidance for further discussion:

	P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 
P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 
P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 
- Model sidedness (UE side, NW side, two sided) FFS 
- Use case mapping FFS
P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.



As can be seen from the above agreements, the baseline table in [1] needs to be extended to include the mapping with at least three LCM function (inference, monitoring, and offline training) and three agreed use cases (CSI feedback, beam management and positioning), in order to make the following sections neater, we will give our views on LCM basis. Please notice that we may not directly extend (add 3 new columns) the current table in our following analysis.
2.1 Data collection for model training
General Analysis
As for the newest agreement and conclusion in both RAN1 and RAN2, the online training has been deprioritized for this SI.

	R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases). 



Therefore, we have the following observations:

Observation 1 Latency requirement will not be rigid for offline model training.
Observation 2 Both ordinary training and fine-tuning are possible, the former requires large quantities of training data and relatively higher computing power, the latter requires more frequent model updating but fewer training data and computing power.

Based on the above observations, we have the following proposals:

[bookmark: _Hlk134776954]Proposal 1 Due to UE hardware and software limitations, the UE-side model or two-sided model UE part training which requires large quantities of training data should be performed at network entity; For NW-side models, this sort of model training should be performed at the same entity where the model deploys.
Proposal 2 In order to avoid over-frequent data and model transmission via air interface, fine-tuning should be performed at the same entity where the model deploys.

CSI Feedback

The model training of two-sided CSI compression requires two sets of data, model input CSI measurement and ground truth label, the following agreement indicates the ground truth CSI format:

	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
·        Scalar quantization for ground-truth CSI
·       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
·        Codebook-based quantization for ground-truth CSI
·       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.



Therefore, enhanced L1 Measurement (CSI Reporting) with specific configuration based on RAN1 input can be used for model training. The training entity is preferred to be gNB, but it is not precluded to train the model in OAM and then transfer the model to both UE and gNB, so immediate MDT may be applied for OAM-terminated model training.

Proposal 3 Enhanced L1 measurement (CSI reporting) and immediate MDT may be considered for two-sided AI/ML CSI feedback model training.

Beam Management
In RAN1 #112bis e-meeting, the following agreement has been made:

	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options



As can be seen from the above agreement, UE needs to report L1-RSRP for both set A and set B to trigger model training, the size for these beam sets is optional so different framework can be used to generate training data for beam management. We have the following proposal:

Proposal 4 For data collection of AI/ML beam management model training, SON/MDT, L3 measurement and UAI are potential candidates for different beam set reporting options.

Positioning Accuracy Enhancement
The offline training can be deployed in gNB, LMF or OAM, however, there are several limitations for gNB to collect data for positioning use case. First, gNB is not permitted to obtain UE locations due to security and privacy issues; Second, for positioning AI/ML models, data from multiple gNB/UE pairs are inevitable, if one gNB is designated for model training, then large data transmission among gNBs is necessary. On the other hand, if LMF or OAM is used for model training, the above-mentioned drawbacks can be avoided effectively.

Proposal 5 The collected data termination for AI/ML positioning model training are OAM or LMF.

As summarized in [1], the preferred data collection framework for OAM-terminated model training can be MDT, and for the LMF-terminated model training can be LPP. Besides, logged MDT can be used to collect RSRP and UE locations in RRC IDLE/INACTIVE states so some assistance information can be collected by logged MDT for model training.

Proposal 6 The preferred data collection frameworks for AI/ML positioning model training are listed below:
· MDT for OAM-terminated model training, logged MDT can be used to collect assistance information in RRC Idle/Inactive states.
· LPP for LMF-terminated model training.

2.2 Data collection for model inference
General Aspect
Model inference is to deduce the final output of the current application, and we have the following observations:

Observation 3 The data collection for model inference must be real-time with rigid latency requirement.
Observation 4 The data quantity requirement is much smaller compared to model training.
Observation 5 Model inference can only collect data from UE in RRC_Connected status.

CSI Feedback

As mentioned above, CSI feedback model is two-sided model, so basically data collection is only for UE-side encoder and the current L1 CSI measurement mechanism is sufficient to support, however, the encoder output need to be transmitted to gNB as the decoder input and the alignment between the two sides should be considered when data collection procedure is configured and triggered. We have the following proposal:

Proposal 7 Enhanced L1 Measurement (CSI Reporting) is sufficient for data collection of AI/ML CSI feedback model inference. How to make the enhancement should consider the data transmission and alignment between the encoder and decoder.

Beam Management
In the previous RAN1 meeting, the following agreement has been made:
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference.
· UE to report the measurement results of more than 4 beams in one reporting instance.
Other L1 reporting enhancements can be considered


Different from model training, for model inference only set B (limited number of beams) need to be report so L3 measurement for beam reporting is sufficient. From the above agreement, we have the following proposal:

Proposal 8 For data collection of AI/ML beam management model inference, L3 measurement can be used for beam set B reporting.

Positioning Accuracy Enhancement
The model inference for positioning accuracy enhancement can be performed in UE/gNB/LMF, according to the above analysis in general aspect part, we have the following proposals:

Proposal 9 L3-measurement and UAI are preferred for data collection of AI/ML model inference in gNB, while LPP can be selected for data collection of AI/ML model inference in LMF.
2.3 Data collection for model monitoring
General Aspect
The requirement for model monitoring is basically similar to model inference, e.g., small quantity and rigid latency requirement, however, the data required for model monitoring is slightly more complex than model inference. First of all, data type and source may be multiple for model monitoring, e.g., both model input and model label(output) may be used for model monitoring; Second, it may require historical data which stored in other entity as the reference for performance monitoring. Third, legacy method output may need to be collected, so separate discussion is necessary at the sub-use cases’ basis. We have the following observations:

Observation 6 Similar to model inference, data collection of model monitoring requires smaller quantity and lower latency.
Observation 7 Model monitoring needs to collect different types of data (e.g., AI/ML and legacy) from different sources including UE in RRC IDLE or INACTIVE status.

CSI Feedback

In RAN1 #112bis E-meeting, the following agreement had been made:
	Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.



Based on the agreement above, we have the following proposal:

Proposal 10 Enhanced L1 measurement (CSI reporting) mechanism can be further studied for the data collection of AI/ML CSI feedback model monitoring, RAN2 can wait for more RAN1 study outcomes.

Beam Management
In the previous RAN1 meeting, the following agreement has been made:
	Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signalling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered



According to the above agreement, UE reporting need to be enhanced to report beam sets indicated by gNB, the beam sets reporting can be done by either L1-measurement or L3-measurement for the gNB-terminated data collection. Therefore, we have the following proposal:

Proposal 11 For data collection of AI/ML beam management model monitoring, L3 measurement under gNB configuration is preferred to report beam sets from UE to gNB.

Positioning Accuracy Enhancement
As discussed above, model monitoring for AI/ML positioning may requires data with different types and from different sources, especially for label data collection, so it is suggested to separately discuss data collection based on model output and model input. Therefore, we have the following proposals:

Proposal 12 Similar to AI/ML positioning model inference, L3-measurement, UAI and LPP are preferred data collection model to be further studied for AI/ML positioning model monitoring.
Proposal 13 Due to different natures and mechanisms of output-driven and input-driven model monitoring methods, it is suggested that RAN2 separately discuss the corresponding data collection mechanisms for the above two monitoring methods. Data collected in UE RRC IDLE/INACTIVE status can be further studied for input-driven monitoring method.


3. Conclusion
Based on the above discussions, we give the following observations:

Observation 1 Latency requirement will not be rigid for offline model training.

Observation 2 Both ordinary training and fine-tuning are possible, the former requires large quantities of training data and relatively higher computing power, the latter requires more frequent model updating but fewer training data and computing power.

Observation 3 The data collection for model inference must be real-time with rigid latency requirement.

Observation 4 The data quantity requirement is much smaller compared to model training.

Observation 5 Model inference can only collect data from UE in RRC_Connected status.

Observation 6 Similar to model inference, data collection of model monitoring requires smaller quantity and lower latency.

Observation 7 Model monitoring needs to collect different types of data (e.g., AI/ML and legacy) from different sources including UE in RRC IDLE or INACTIVE status.

Based on the above discussions, we give the following proposals:

Proposal 1 Due to UE hardware and software limitations, the UE-side model or two-sided model UE part training which requires large quantities of training data should be performed at network entity; For NW-side models, this sort of model training should be performed at the same entity where the model deploys.

Proposal 2 In order to avoid over-frequent data and model transmission via air interface, fine-tuning should be performed at the same entity where the model deploys.

Proposal 3 Enhanced L1 measurement (CSI reporting) and immediate MDT may be considered for two-sided AI/ML CSI feedback model training.

Proposal 4 For data collection of AI/ML beam management model training, SON/MDT, L3 measurement and UAI are potential candidates for different beam set reporting options.

Proposal 5 The collected data termination for AI/ML positioning model training are OAM or LMF.

Proposal 6 The preferred data collection frameworks for AI/ML positioning model training are listed below:
· MDT for OAM-terminated model training, logged MDT can be used to collect assistance information in RRC Idle/Inactive states.
· LPP for LMF-terminated model training.

Proposal 7 Enhanced L1 Measurement (CSI Reporting) is sufficient for data collection of AI/ML CSI feedback model inference. How to make the enhancement should consider the data transmission and alignment between the encoder and decoder.

Proposal 8 For data collection of AI/ML beam management model inference, L3 measurement can be used for beam set B reporting.

Proposal 9 L3-measurement and UAI are preferred for data collection of AI/ML model inference in gNB, while LPP can be selected for data collection of AI/ML model inference in LMF.

Proposal 10 Enhanced L1 measurement (CSI reporting) mechanism can be further studied for the data collection of AI/ML CSI feedback model monitoring.

Proposal 11 For data collection of AI/ML beam management model monitoring, L3 measurement under gNB configuration is preferred to report beam sets from UE to gNB.

Proposal 12 Similar to AI/ML positioning model inference, L3-measurement, UAI and LPP are preferred data collection model to be further studied for AI/ML positioning model monitoring.

Proposal 13 Due to different natures and mechanisms of output-driven and input-driven model monitoring methods, it is suggested that RAN2 separately discuss the corresponding data collection mechanisms for the above two monitoring methods. Data collected in UE RRC IDLE/INACTIVE status can be further studied for input-driven monitoring method.
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