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Introduction
In last RAN2 meeting, an offline was organized for model ID related issue [1], and the following agreements are achieved [2]:
	Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK183][bookmark: OLE_LINK184](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS


For UE capability and functionality to entities mapping issues, the following agreements are achieved:
	FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 
[bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.


In this contribution, we mainly focus on the general parts of AI/ML item, based on the existing RAN1 and RAN2 agreements.
Discussion
0. Model ID
In last RAN2 meeting, it is agreed that the model ID can be used to identify model or models for the following LCM purposes: model selection/activation/deactivation/switching/identification/transfer, whether the model ID can be used to identify model or models for other LCM purposes of model update and model fallback are still FFS.
For model update, there is a work assumption in RAN1 about the terminology:
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model


The model update or model parameter update can be considered as fine tuning or re-training of an existing model, and then the model re-development or model transfer/delivery can be performed. Therefore model update does not belong to model control procedure and the model ID is not needed for this LCM purpose. 
For model fallback, in the offline discussion of last meeting [1], most companies thought whether the model fallback case is based on Model ID can decided by RAN1 discussion. But RAN1 did not continuity to discuss whether the network/UE may fallback AI/ML models via model ID in last RAN1 meeting. But in our understanding, the model fallback is used to deactivated model(s) and return to the legacy behavior, with this behavior no new model should be activated at least for a while.  So to deactivate the model(s), no specific model ID is needed to indicate.
Proposal 1: Model ID is not used for the LCM purposes of model update/model parameter update and model fallback.
0. Metadata of model/functionality
For model-ID based LCM, metadata (i.e. model description information) is the core part of model identification and shall be provided during model identification procedure. It will be impossible to perform LCM within 3GPP without sufficient metadata of the identified model. 
RAN2 has agreed that applicable conditions, model performance indicators should be part of meta information as a starting point. Vendor info is FFS. At the same time, in RAN1 agreement from RAN1#112bis-e [3], the following bullets are emphasized for model-ID-based LCM:
	· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.


Combining the agreements in RAN2 and RAN1, it can be deduced that ‘applicable condition’ in RAN2 may include both ‘association with specific configurations/conditions of AI/ML-enabled Feature/FG’ and ‘additional conditions (e.g., scenarios, sites, and datasets)’. 
In our understanding, as a starting point, the following information can be considered for metadata of an AI/ML model, taking UE-sided model and UE part of two-sided model as example:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with specific configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model), concurrent use with other AI/ML models and/or non-AI/ML features.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
Note that:
· Nominal input is useful at least for model inference and model monitoring, e.g. whether the input is raw channel or eigenvector, for intermediate KPI calculation in CSI compression. It is also useful if UE asks network to provide some dataset collected in local site for model fine-tuning. 
· Nominal output is needed for NW to understand the role the model can play. This is also critical when model monitoring is at NW side.
· Information on concurrent use with other AI/ML models and/or non-AI/ML features is useful for network to plan the LCM of AI/ML model, when multiple AI/ML models (e.g. with different functionality) cannot be activated simultaneously. It is foreseen that multiple AI/ML models share the limited storage and computation power.
· Dedicated paring information for two-sided model may or may not exist. For example, if the model ID or dataset ID serve as paring information, then dedicated paring information is not needed.
Besides, for vendor information, it seems not related to LCM procedure. But it may be useful to achieve the purpose of unique global ID. Hence we are not against including vendor information in metadata, but the applicability/usefulness shall be discussed carefully.
Proposal 2: The following information shall be considered for metadata of an AI/ML model:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with specific configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model, if applicable), concurrent use with other AI/ML models and/or non-AI/ML features.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
Metadata is not only critical in model identification, but also in model transfer via 3GPP signaling. We think metadata for model identification can be reused for model transfer directly.
Proposal 3: Metadata for model identification can be reused for model transfer.
For functionality based LCM, metadata (i.e. functionality description information) is also necessary to be provided during functionality identification procedure. Thus, NW can perform the functionality based LCM based on the metadata of functionality (i.e. functionality description information). The content of metadata (i.e. functionality description information) can be further discussed based on RAN1 progress.
Proposal 4: For functionality identification, the information for metadata of functionality (i.e., functionality description information) is necessary to be provided from UE to NW.
0. Functional framework
Before discussing the mapping of functionality, we should better identify the appropriate function framework for the current supported use cases.
In last RAN2 meeting, it is agreed that:
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.
So to include these modules, some function blocks should be added based on the basic framework and principles agreed for RAN3 FS_NR_ENDC_data_collect, as captured in section 4 of TR 37.817 [4].
In our view, the framework of AI/ML application in air interface should embody how AI/ML model is trained, deployed, used (inference) and monitored. Thus the framework shall at least include function blocks as: data collection, model training, and model management (including, e.g. model monitoring/selection/switching/ etc.). Model inference is also critical and should be included by natural. Figure 1 illustrates how these function blocks are interactive with each other based on our understanding. 
[image: ]
[bookmark: _Ref114492203]Figure 1 Functional framework of AI/ML in NR air interface
In the above figure,
· Different kinds of data flow (data for training, data for management, data for inference) are marked with different colours. A unified colour can also be considered.
· Potential data feedback from actor to data collection block is marked in dash line. The output data may be collected for the purpose of training (typically online/reinforce training) or model monitoring (e.g. for calculation of intermediate KPI or output distribution).
· Model storage may or may not exist. If we only care about the trainer and user of an AI/ML model, a line from model training to model inference should be enough. Then we do not need to differentiate where it is stored.
We propose to adopt Figure 1 as the framework diagram.
Proposal 5: Adopt Figure 1 in this contribution as the diagram for AI/ML functional framework in NR air interface.
So far, when discussing functional framework, it seems more or less refer to model-ID based LCM. However, since RAN1#111 meeting, functionality-based LCM is confirmed as an alternative way to adopt AI/ML-based approaches. We may need to consider whether to define functional framework diagram for functionality-based LCM. If defined, it is preferred to reuse the one for model-ID based LCM as much as possible.
Proposal 6: Discuss whether to introduce functional framework diagram for functionality-based LCM.
· If introduced, it is preferred to reuse the one for model-ID based LCM as much as possible.
0. Mapping of Functionality to entities
General mapping of functionality to entities is agreed in last RAN2 meeting for CSI/BM and Positioning use cases.
For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).
But the detailed mapping of functionality to entities is FFS. We think the detailed discussion of mapping entity should base on different LCM purpose performing side per use case. We list the detailed analysis tables as below. For data collection of each LCM purpose, we mark the sender and receiver by arrowhead to indicate the data transmission direction which may have specification impact (omit the cases of data generation entity and data collection entity in the same node which have no spec impact).
For CSI feedback enhancement:
Table 1 Mapping of functionality for CSI compression (Two-sided model)
	LCM functionality
	Mapped entries

	Model training
	Data collection for model training
	UE=>network (gNB, CN, server)

	
	Training collaboration type 1/type 3
	UE and/or network (gNB, CN, server)

	Model inference
	Data collection for model inference
	UE=>gNB

	
	Inference
	UE and gNB

	Model monitoring
	Data collection for model monitoring
	UE <=> gNB

	
	Monitoring at network side
	gNB

	
	Monitoring at UE side
	UE

	Model transfer
	Solution 1a, 1b
	UE and gNB

	
	Solution 2a, 2b
	UE and CN

	
	Solution 4
	UE and server(e.g. OAM, OTT)

	Model selection, activation, deactivation, switching, and fallback operation
	UE (based on network indicator), gNB


For Beam management:
Table 2.1 Mapping of functionality for UE-sided models for BM use cases
	LCM functionality
	Mapped entries

	Model training
	Data collection for model training
	UE=>network(gNB, CN, server)

	
	Training
	UE, network(gNB, CN, server)

	Model inference
	Data collection for model inference
	UE

	
	Inference
	UE

	Model monitoring
	Data collection for model monitoring
	UE <=> gNB

	
	Monitoring
	UE, gNB

	Model transfer
	Solution 1a, 1b
	UE and gNB

	
	Solution 2a, 2b
	UE and CN

	
	Solution 4
	UE and server(e.g. OAM, OTT)

	Model selection, activation, deactivation, switching, and fallback operation
	UE, gNB


Table 2.2 Mapping of functionality for Network-sided models for BM use cases
	LCM functionality
	Mapped entries

	Model training
	Data collection for model training
	UE=> network(gNB, CN, server)

	
	Training
	UE, network(gNB, CN, server)

	Model inference
	Data collection for model inference 
	gNB

	
	Inference
	gNB

	Model monitoring
	Data collection for model monitoring
	UE <=> gNB

	
	Monitoring
	UE, gNB

	Model transfer
	Solution 1a, 1b
	UE and gNB

	
	Solution 2a, 2b
	UE and CN

	
	Solution 4
	UE and server(e.g. OAM, OTT)

	Model selection, activation, deactivation, switching, and fallback operation
	UE, gNB


For positioning accuracy enhancement:
Table 3.1 Mapping of functionality for UE-sided models for Positioning use case (Case 1/2a)
	LCM functionality
	Mapped entries

	Model training
	Data collection for model training
	LMF <=> UE, gNB <=> UE,
UE/LMF/gNB => server,
OAM/TCE to UE/ gNB/ LMF/ server

	
	Training 
	UE, gNB, LMF, or server

	Model inference
	Data collection for model inference
	LMF => UE

	
	Inference
	UE

	Model monitoring
	Data collection for model monitoring
	UE <=> LMF

	
	Monitoring
	UE, LMF(for case 2a)

	Model transfer
	Solution 2a, 2b
	OAM/TCE to UE, via CN

	
	Solution 3a, 3b
	LMF to UE

	
	Solution 4
	Server(e.g. OAM, OTT) to UE

	Model selection, activation, deactivation, switching, and fallback operation
	UE, LMF


Table 3.2 Mapping of functionality for LMF-sided models for Positioning use case (Case 2b/3b)
	LCM functionality
	Mapped entries

	Model training
	Data collection for model training
	UE => LMF, gNB => LMF,
UE/LMF/gNB => server,
OAM/TCE to LMF/ server

	
	Training
	LMF or server

	Model inference
	Data collection for model inference
	UE => LMF (for case 2b), gNB => LMF (for case 3b)

	
	Inference
	LMF

	Model monitoring
	Data collection for model monitoring
	UE <=> LMF (for case 2b), gNB < => LMF (for case 3b)

	
	Monitoring
	UE (for case 2b), gNB (for case 3b), LMF

	Model transfer
	No related
	UE (for case 2b), gNB (for case 3b), or server to LMF

	Model selection, activation, deactivation, switching, and fallback operation
	UE (for case 2b), gNB (for case 3b), LMF


Table 3.3 Mapping of functionality for gNB-sided models for Positioning use case (Case 3a)
	LCM functionality
	Mapped entries

	Model training
	Data collection for model training
	gNB <=> LMF, 
LMF/gNB => server,
OAM/TCE to gNB/ LMF/ server

	
	Training
	gNB, LMF, or server

	Model inference
	Data collection for model inference
	LMF => gNB

	
	Inference
	gNB

	Model monitoring
	Data collection for model monitoring
	gNB <=> LMF

	
	Monitoring
	gNB, LMF

	Model transfer
	No related
	LMF, or server to gNB

	Model selection, activation, deactivation, switching, and fallback operation
	gNB, LMF


It is proposed to consider the detailed mapping of functionality to entities in the tables above.
Proposal 7: Agree on the list of Tables which illustrate detailed mapping of functionality to entities of UE/gNB/LMF-sided model or both sided model for different use cases as a starting point.
0. UE capability
It is aware that AI/ML-based approaches are power consuming and computation consuming. The required buffer size may not be negligible if multiple AI/ML models are implemented. However, assuming UE can manage well on the storage and computation, it does not need to report its capability on storage and computation. Instead, it may just report/update the applicable model/functionalities. 
Observation 1: Assuming the UE is able to report/update the applicable models/functionalities, there is no strong need to report its hardware capability, e.g. storage, computation power. 
It is expected that the UE shall support some LCM procedures which are more ‘essential’, e.g. model activation/deactivation. However, some other LCM operations may be more ‘optional’ and require higher capabilities from UE, including:
· Capability of online training
Online training requires frequent update of deployed AI/ML model in real-time or near-real-time. This brings non-negligible burden to the UE in regard of computation and power consumption. It is more realistic to consider online training as an ‘optional capability’ for a UE supporting AI/ML-based approach.
· Capability of implementing transferred AI/ML model
Due to the higher requirement storage and computation, AI/ML-based approach may need more hardware optimization than usual. For example, if the transferred/downloaded model is based in form of MRF (model representation format) rather than binary runtime image, it needs to be compiled before loaded into hardware. The difficulty is identified at least for Case z5 (model transfer in open format of an unknown model structure at UE) defined by RAN1, i.e. the model structure is unknown. It is possible that a UE can only supports a proprietary model, but not the one downloaded from the network, even if the sizes and computation power between them are similar. 
Although it may be a little too early to consider UE capability for now, we should keep in mind that a practical AI/ML framework is strive to.
Proposal 8: For support of AI/ML-based approach at UE, the following UE capabilities can be considered as optional:
· Capability of online training;
· Capability of implementing transferred AI/ML model.
For applicable functionalities/models, the following agreement was achieved in RAN1#112bis-e [3].
	Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.


In general, we have the sympathy that allowing UE to report/update the applicable model(s)/functionality(es) could be beneficial. This is due to: (1) AI/ML-based approaches are power/computation consuming and may not always be proper to activate, and (2) Performance of such data-driven approaches is uncertain and may degrade with the varying channel condition. However, we would like to clarify that this is not equivalent to support dynamic UE capability report. The restriction shall be clear, i.e. only the applicable model(s)/functionality(es) can be updated by UE report.
Proposal 9: Only the applicable model(s)/functionality(es) can be updated by UE report. Do not extend this mechanism to other features of UE capability.
[bookmark: _GoBack]Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For model ID:
Proposal 1: Model ID is not used for the LCM purposes of model update/model parameter update and model fallback.
For metadata of model/functionality:
Proposal 2: The following information shall be considered for metadata of an AI/ML model:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with specific configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model, if applicable), concurrent use with other AI/ML models and/or non-AI/ML features.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
Proposal 3: Metadata for model identification can be reused for model transfer.
Proposal 4: For functionality identification, the information for metadata of functionality (i.e., functionality description information) is necessary to be provided from UE to NW.
For functional framework:
Proposal 5: Adopt Figure 1 in this contribution as the diagram for AI/ML framework in NR air interface.
Proposal 6: Discuss whether to introduce functional framework diagram for functionality-based LCM.
· If introduced, it is preferred to reuse the one for model-ID based LCM as much as possible.
For mapping of Functionality to entities:
Proposal 7: Agree on the list of Tables which illustrate detailed mapping of functionality to entities of UE/gNB/LMF-sided model or both sided model for different use cases as a starting point.
For UE capability:
Observation 1: Assuming the UE is able to report/update the applicable models/functionalities, there is no strong need to report its hardware capability, e.g. storage, computation power. 
Proposal 8: For support of AI/ML-based approach at UE, the following UE capabilities can be considered as optional:
· Capability of online training;
· Capability of implementing transferred AI/ML model.
Proposal 9: Only the applicable model(s)/functionality(es) can be updated by UE report. Do not extend this mechanism to other features of UE capability.
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