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[bookmark: _Ref178064866]In RAN1#112bis-e meeting, the following agreements and working assumptions are achieved for the general aspects of AIML. 
Agreement at RAN1#112bis-e
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
· From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

In RAN2#121bis-e meeting, the following agreements and working assumptions are achieved for the general aspects of AIML: 

Agreement at RAN2#121bis-e
· Model ID can be used to identify model or models for the following LCM purposes:
· model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step). (e.g. for so called “model ID based LCM”)
· If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 
· How to achieve globality of the Model ID is FFS. 
· Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
· Direction1: Pre-defined/hard-coded global unique model ID 
· Direction3: Assigned global unique model ID via specific ID management node.
· Note: Other global unique model ID definition is not precluded.
· Model ID structure, if any, is FFS
In this contribution, we provide our views on general aspects of AI/ML framework, in particular on lifecycle management (LCM).
Discussion
Model ID based LCM
If more than one AI/ML models are available for the same functionality, for example, different AI/ML models have been trained for different configurations or scenarios, LCM would be extended to multi-model management, including model activation, deactivation, selection, switching, and so on. Model-ID can be quite useful to control the signalling overhead. Even the AI/ML models are NW-sided models, model-ID is also needed to let UE know that the applied AI/ML model has been changed/updated and corresponding measurement and report for the UE to provide for the input of model inference may also be updated.
Furthermore, the globality of the Model-ID is being under discussion and it is useful for e.g., model deployment or registration, but global model ID may be too long to be used suitably for some specific LCM procedure, e.g., model switching. Model index which is associated to each global model ID and unique within one UE can be further considered. For instance, if there are multiple models for the same functionality configured to one UE and need to be switched, only a model index (which is low overhead) may be enough to indicate then.
Proposal-1: Support model-ID based lifecycle management also for NW-sided model, and details of usage of model-ID is FFS.

For a two-sided AI/ML model (e.g., for the use case of CSI compression), since NW part (e.g., CSI reconstruction part) and UE part (e.g., CSI generation part) may not be trained jointly, for example, via model training collaboration type 2 or 3, and multiple NW parts and UE parts may be trained even for one AI/ML model. In this case, in addition to model-ID, identification of NW parts and UE parts may also be useful, and before model inference, additional procedures may apply to select one of NW parts to be best matched with one of the UE parts. 
Proposal-2: For a two-sided model, discuss methods to align NW part and UE part of one AI/ML model, e.g., assigning NW part ID and UE part ID in addition to model-ID.

Model interference and data collection
While for offline AI/ML model training the datasets can be established and maintained in a non-real-time manner. However for model interference, or model online fine-tuning, it should also consider online data collection. Therefore, methods to include real-world data into datasets for AI/ML model update, particularly the testing datasets, should be also studied. At least two methods can be considered for dataset construction, one is to collect measurement and reported data via legacy BM framework, CSI framework and positioning framework, the other is to adopt Generative Adversarial Networks (GAN)-like data sample generation and to validate the generated data sample by measurement and reporting via air-interface. Studies are needed to identify whether the legacy CSI/BM/positioning framework can be sufficient for online data collection.
Proposal-3: Discuss whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model inference and model fine tuning. 

On the other hand, AI/ML model inference accuracy is one of the fundamental criteria for the performance of AI/ML models. To assess the accuracy, comparisons between AI/ML inference output and the ‘ground truth’ are needed. However, one reasonable assumption is that a reduced version of reference signals and correspondingly a reduced version of measurement and reports will be applied during the model inference stage, which may cause difficulties to obtain the ‘ground truth’. For example, in a compressed CSI feedback use case, there might be no original CSI report during model inference stage. Another example, in a beam selection use case, with less BM RS transmitted in the model inference stage, there might be no chance to measure the real optimal beam. Therefore, studies are needed to identify methods of ‘ground truth’ data collection to compare the model inference results and the real-world results. As a starting point, we may need to study whether and how the legacy CSI framework, BM framework and positioning framework can be used for ground truth data collection, for example, by configuring periodic measurement and report without AI/ML during model inference stage.
Proposal-4: For model monitoring based on inference accuracy, discuss methods of ‘ground truth’ data collection. 

Model selection, activation, deactivation, switching, and fallback
As discussed, if more than one AI/ML models are available for the same functionality, they may be trained specifically for different configurations or different scenarios. Adaptive selection of applied AI/ML model can greatly reduce the required LCM signalling on explicit model selection, activation, deactivation, switching, and fallback. For example, if different AI/ML models are available for LOS/NLOS, high/low SINR, high/low velocity, more/less antenna ports/beams respectively, model switching can be adaptive to the change of configurations or the detection of change of the scenarios.
Proposal-5: Discuss adaptive model selection, activation, deactivation, switching, and fallback without explicit LCM signaling.

As most mechanisms currently assumed for model selection/activation/deactivation is by using UE dedicated signalling which can result in significantly high overhead and increased burden on network management, we might also consider the mechanisms by which some of AI/ML models can be activated autonomously e.g. based on broadcast signalling. For example, UE can get information about the AI/ML model to be activated through broadcast signalling (e.g., SIB) and can activate the model on its own if no additional information is required from the network for model selection. This would be beneficial for AI/ML models whose parameters are mainly derived based on network characteristics for e.g. beam prediction. 
Proposal-6: Support autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.

Model monitoring
As discussed, if more than one AI/ML models are available for the same functionality, LCM would be extended to multi-model management. On the other hand, usually one of the AI/ML models is applied for model inference. When the applied AI/ML model cannot meet the performance requirement, for example, model failure is declared, model switching might be needed. To determine which model would be the better one to use, a test procedure can be done by comparing the model inference performance of multiple candidate models. To accelerate the procedure, monitoring of multiple AI/ML models for the same functionality can be considered. In this case, model switching can be done right after or even before the real model failure occurs, by comparing the monitoring results of multiple candidate models.
Proposal-7: Consider to support model monitoring of multiple AI/ML models for the same functionality.

For AI/ML model performance feedback, methods should be identified to support the monitoring of AI/ML model performance and the required feedback signalling. In previous RAN1 discussion, a number of methods were identified by RAN1, each method has its own application scenario, since the cause of model failure may be different. Supporting more than one monitoring methods as discussed by RAN1 seems inevitable. If the monitoring method is determined at network side, the configuration information of model monitoring method should be provided to UE. If the monitoring method is determined at UE solely, together with the model monitoring results, it may report to the network, the applied monitoring method, or it may report the cause of model failure if the model monitoring results implying the model has been failed.

Proposal-8: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Moreover, it is expected that for UE sided monitoring, if the model fails or if model is not performing well then, the report may need to be provided to the network with minimal latency, especially for the AI/ML models which are delay sensitive (e.g., channel reporting). Hence, L1/L2 based mechanisms framework should be defined to allow reporting from the UE to the network about model failure or deteriorating model performance to reduce the delay as much as possible. If L1/L2 based mechanism is defined then signalling overhead is a serious concern and hence further discussion is required on the information content which can be included within L1/L2 signalling. 

Proposal-9: Define L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.

Model update
In the process of model monitoring, when the model performance (e.g., accuracy of model inference) is detected to deteriorate, it may be essential to perform model updating. For example, UE or gNB can optimize the existing model in combination with the latest local or field data (e.g., fine-tuning). Optionally, UE or gNB can switch to another model (e.g., for better generalization performance). Specifically, the first method requires longer processing delay, but the performance of the updated model may be better. For the second method, although the performance of the new model switched may not be as good as that of the optimized model, it can save the delay of model updating (e.g., fine-tuning). But multiple models may need to be allocated to the target case in advance for the second method. In addition, there may be other potential methods to achieve model updating. Therefore, the reasonable methods on model updating should be discussed to ensure normal model inference and the updating of AI/ML model should cause as less interruption of AI/ML model inference as possible.
Proposal-10: Discuss the methods to update AI/ML model with minimum interruptions of AI/ML model inference.

Conclusion and Proposal
We have the following proposals:
Proposal-1: Support model-ID based lifecycle management also for NW-sided model, and details of usage of model-ID is FFS.
Proposal-2: For a two-sided model, discuss methods to align NW part and UE part of one AI/ML model, e.g., assigning NW part ID and UE part ID in addition to model-ID.
Proposal-3: Discuss whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model inference and model fine tuning.
Proposal-4: For model monitoring based on inference accuracy, discuss methods of ‘ground truth’ data collection.
Proposal-5: Discuss adaptive model selection, activation, deactivation, switching, and fallback without explicit LCM signaling.
Proposal-6: Support autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.
Proposal-7: Consider to support model monitoring of multiple AI/ML models for the same functionality.
Proposal-8: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Proposal-9: Define L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.
Proposal-10: Discuss the methods to update AI/ML model with minimum interruptions of AI/ML model inference.
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