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1. Introduction

In RAN1 109_e meeting, the following agreements were made for AI/ML functionality mapping [8]:
Observation

Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion

· RAN1 discussion should focus on network-UE interaction.

· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

In this contribution, we try to address the AI/ML functionality mapping issue per use case per LCM purpose.
2. Discussion 
Based on RAN1 guidance, AI/ML functionality mapping issue is in high layer domain. It’s obvious that AI/ML functionality mapping issue should be addressed per use case per LCM purpose. To facilitate high layer discussion, the following RAN1 agreements can be considered as reference [6]:
Agreement 

Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management

· Data collection

· Note: This also includes associated assistance information, if applicable.

· Model training

· [Model registration]

· Model deployment

· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 

· [Model configuration]

· Model inference operation

· Model selection, activation, deactivation, switching, and fallback operation

· Note: some of them to be refined
· Model monitoring

· Model update

· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

· Model transfer

· UE capability

Note: Some aspects in the list may not have specification impact.

Note: Aspects with square brackets are tentative and pending terminology definition.

Note: More aspects may be added as study progresses. 
Another thing that should be noted is that only off-line training will be considered in this contribution to align with agenda guidance.
2.1 Functionality Mapping for CSI enhancement and Beam Management
Before going to details, the representative sub-use cases for CSI enhancement and beam management are listed below for information:

For CSI enhancement:

Sub-use case1: Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case.
Sub-use case2: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.

For CSI enhancement Sub-use case1, three training types are further considered [6]:
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:

· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.

· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW

· Other collaboration types are not excluded. 

For beam management: 
Sub-use case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams.
Sub-use case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
LCM purpose 1: data collection
Data collection may be performed for different LCM purposes, e.g., model training, model inference, model monitoring, model selection, model update [4]. It’s quite important to clarity the data collection functionality mapping issue for each applied LCM purpose as spec impact on each applied LCM purpose may be quite different for different data collection solution. To avoid duplicated discussion with other paper, our companion contribution for agenda 7.16.2.2 will address this LCM purpose in detail [9].
LCM purpose 2: model training 

As mentioned in the agenda guidance, this meeting will focus on offline model training. One question raised in the agenda is to consider the necessity to specify where training takes place. For comparison, RAN3-led NG-RAN AI has discussed this issue and the conclusion is captured into TR37.817 [11]:
5.1.2.1
Locations for AI/ML Model Training and AI/ML Model Inference

The following solutions can be considered for supporting AI/ML-based network energy saving:

-
AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

-
AI/ML Model Training and AI/ML Model Inference are both located in the gNB.

Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM

In case of CU-DU split architecture, the following solutions are possible:

-
AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

-
AI/ML Model Training and Model Inference are both located in the gNB-CU.

The above contents only address one use case, i.e. network energy saving, the similar text is also captured for the remaining use cases, i.e. Load balancing and Mobility optimization. Based on above, we can know that RAN3 assumes AI/ML Model Training is located at OAM or gNB or gNB-CU for RAN3-led use cases.
Observation1: For RAN3-led NG-RAN AI SID/WID, RAN3 assumes AI/ML Model Training is located at OAM or gNB or gNB-CU.
The above requirements are not just for information, it truly has impact on 3GPP spec, for instance, entity capability. RAN3 sent a LS to SA5 to clarify a possible scenario that the “Model training” function locates in OAM and “Model inference” function locates in NG-RAN [12], as response, the newly led SA5 SID on AI/ML also considers the requirements from RAN3 SID [13]:
Note: as a priority, the study will first focus on the objective 1), specifically addressing management capabilities for AI/ML model validation, testing and deployment to support the AI/ML in NG-RAN when AI/ML model training is in OAM and inference is in NG-RAN.

Observation2: For RAN3-led NG-RAN AI SID/WID, where training takes place may at least impact the training entity capabilities.
More addition, where training takes place may also has significant impact on the solution for other LCM purposes, e.g. data collection for offline training, model transfer/delivery. Take model transfer/delivery procedure as example, if offline training happens at OAM, the baseline trained model is usually stored at OAM to achieve the follow-up model management, e.g. model deployment/update/finetuning, even if OAM can delivery AI/ML model to other entity, e.g. NG-RAN, for model deployment/update/finetuning, UE may still need to download AI/ML model from OAM instead of NR-RAN as OAM would like to take the leadship for OAM trained model.
Observation3: Where training takes place may also has significant impact on the solution for other LCM purposes, e.g. data collection for offline training, model transfer/delivery.
Based on Observation1~Observation3, it’s quite important to consider where offline training takes place. From our side, we think RAN3 assumption on model training location can be considered as the baseline for CSI enhancement and beam management use cases. The reason is that on one hand, RAN3/SA5 work done in R18 can be reused as much as possible; on the other hand, CSI enhancement and beam management use cases are only used by NG-RAN/UE, there is no strong motivation to consider offline model training is done at CN for use cases not involving CN; lastly, we should be realistic considering the limited TU budget, the more combinations we have, the higher risk to delay the air interface AI SID timeline. 
Proposal1: For use cases not involving CN, i.e. CSI enhancement and Beam management, the RAN3 assumption on where offline training takes place is considered as the baseline, which means offline training for CSI enhancement and Beam management is located at OAM or gNB or gNB-CU.
FFS: whether to consider gNB-DU as offline training location.
Note: Offline training at CN is not precluded, but should be well justified.
More specific, for CSI enhancement Sub-use case1, i.e. Spatial-frequency domain CSI compression using two-sided AI model, three types of model training methods are considered by RAN1, but only Type1 and Type3 training method are prioritized based on RAN1 evaluation, so we can focus on Type1 and Type3 training method first for CSI enhancement Sub-use case1. 
For Type1, Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. For this training Type, two-sided models are trained at a single entity, which means model transfer/delivery is involved if the other side would like to get the trained model. Multi-vender issue may happen for UE side trained model as the network needs to maintain network side model from multiple UE vender, which is really challenge from network vender perspective. More addition, network side usually has wider view from system perspective than UE vender, so for CSI enhancement Sub-use case1 training Type1, we prefer joint training of the two-sided model is located at network side. Combining with Proposal1, we have the following proposal:
Proposal2: For CSI enhancement Sub-use case1 training Type1, RAN2 assumes joint offline training of the two-sided model is located at OAM or gNB or gNB-CU.
FFS: whether to consider gNB-DU as joint offline training location.

Note: joint Offline training at UE side is not precluded, but should be well justified.
As for training Type3, i.e. Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively, the definition is quite clear, no need to further clarity.
Proposal3: For CSI enhancement Sub-use case1 training Type3, RAN2 assumes offline training for network side model is located at OAM or gNB or gNB-CU while offline training for UE side model is located at UE.
FFS: whether to consider gNB-DU as offline training location for network side model.

For CSI enhancement Sub-use case2, i.e. Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement. For this use case, model is used by UE side, it’s nature to consider UE side as the offline training location, but multi-vender and UE capability issues are still there as mentioned for CSI enhancement Sub-use case1 training Type1, we prefer offline training for UE side model for CSI enhancement Sub-use case2 is located at network side even if model transfer/delivery is involved.
Proposal4: For CSI enhancement Sub-use case2, RAN2 assumes offline training for UE side model is located at OAM or gNB or gNB-CU.
FFS: whether to consider gNB-DU as offline training location for UE side model.
Note: Offline training for UE side model at UE side is not precluded, but should be well justified.
Regarding to beam management use case, the following Sub-use cases are further considered:

Sub-use case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams.
Sub-use case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams. 
As for model training type for above Sub-use cases, RAN1 made the following agreement [6]:
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:

· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

To clarify the relationship with model transfer/delivery, RAN1 made the following agreement [5]:
Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:

· Alt.1. AI/ML model training and inference at NW side

· Alt.2. AI/ML model training and inference at UE side

· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not

· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side

According to the above RAN1 agreement, for model training type, both BM Sub-use case1 and Sub-use case2 have three alternatives. For Alt.1, i.e. AI/ML model training and inference at NW side, network side model is involved, the offline training location is quite obvious based on the Alt.1 definition; when it comes to Alt.2, i.e. AI/ML model training and inference at UE side, UE side model is involved; As for Alt.3, i.e. AI/ML model training at NW side, AI/ML model inference at UE side, UE side model is involved.

Even if RAN1 is still considering the above three alternatives for BM Sub-use case1 and Sub-use case2, we still think offline model training at UE side is really challenging considering above mentioned multi-vender and UE capability issues, so we prefer to prioritise the discussion on Alt.1 and Alt.3.
Proposal5: For BM Sub-use case1 and Sub-use case2, RAN2 assumes offline training for network side/UE side model is located at OAM or gNB or gNB-CU.

FFS: whether to consider gNB-DU as offline training location for network side/UE side model.
Note: Offline training for UE side model at UE side is not precluded, but should be well justified.
LCM purpose 3: model identification

Model identification was discussed in RAN1 and the tentative definition was given like the following [5]:
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE

Note: The process/method of model identification may or may not be applicable.

Note: Information regarding the AI/ML model may be shared during model identification.


Based on the above definition, Model identification is a procedure to identify an AI/ML model for the common understanding between the NW and the UE, but where the Model identification procedure is terminated can be clarified by upper layer. Two options can be considered further:
Option1: Model identification procedure is terminated at CN;
Option2: Model identification procedure is terminated at NG-RAN.
For Option1, this Option needs work in CN domain, which is not planned in this air interface AI SID, but it’s still possible as the procedure involving CN usually can be applied to the whole network. This Option can save some signaling overhead even for UE mobility scenario.
For Option2, this Option is also possible as the models used for CSI enhancement and beam management only involves NG-RAN, the common understanding on a model between the NW and the UE is sufficient to manage the model for the subsequent LCM purposes.
It’s hard for RAN2 to do down-selection at this early stage as RAN1 is still discussing many details for this LCM purpose, even the necessity to have such kind of procedure is still controversial, so from RAN2 perspective, we can make the discussion open. 
Proposal6: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model identification procedure is introduced, the following options can be considered:
Option1: Model identification procedure is terminated at CN except LMF;

Option2: Model identification procedure is terminated at gNB or gNB-CU.

Note: RAN1 further inputs should be considered.
LCM purpose 4: Model deployment
The terminology for model deployment is still unclear based on RAN1 agreement, we can wait for more inputs from RAN1 before discussing the functionality mapping for this LCM purpose.
LCM purpose 5: Model inference operation
We think the functionality mapping for this LCM purpose is quite easy to discuss as the models used for CSI enhancement and beam management only involves L1 procedure which is located at gNB or gNB-DU for network side model and at UE L1 for UE side model.
Proposal7: For CSI enhancement and beam management use cases no matter which Sub-use case is considered:

- model inference is located at gNB or gNB-DU for network side model;

- model inference is located at UE L1 for UE side model.
LCM purpose 6: Model selection, activation, deactivation, switching, and fallback operation
Unlike model inference operation, model selection/activation/deactivation/switching/fallback operation may be triggered by gNB or gNB-CU or gNB-DU if network generates the corresponding operation, both options are possible at this stage. If UE generates the corresponding operation, the situation is a little bit complex. If the operation generated by UE is invisible to the network side, it seems that UE implementation is sufficient, no matter to discuss which layer inside UE is used to generate the corresponding operation; but if the operation generated by UE is visible to the network side, which layer signalling is used to do the alignment will decide which layer spec will be enhanced for the corresponding signalling. Based on above, we have the following proposals:
Proposal8: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU.

Proposal9: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by UE side and the network is informed of the corresponding operation, L1 or L2 or L3 signalling can be further considered.
LCM purpose 7: Model monitoring
Model monitoring may involve the following sub-use cases:

Case1: UE side model with UE side model monitoring without network side involvement;

Case2: Network side model with network side model monitoring without UE side involvement;

Case3: Two side model with network side model monitoring;

Case4: UE side model with network side model monitoring;

Case5: UE side model with UE side model monitoring with network side involvement.

For Case1 and Case2, it’s up to UE/NW implementation to handle the model monitoring procedure, so there is no need to consider functionality mapping for Case1 and Case2.

As for the remaining Cases, i.e. Case3, Case4 and Case5, if model monitoring is done by the network, gNB or gNB-CU or gNB-DU can be considered for model monitoring; while model monitoring is done by the UE side and the network is informed of the corresponding operation results, L1 or L2 or L3 signalling can be further considered.
Proposal10: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is performed by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU.

Proposal11: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is performed by UE side and the network is informed of the corresponding operation results, L1 or L2 or L3 signalling can be further considered.

LCM purpose 8: Model transfer/delivery

To avoid duplicated discussion with other paper, our companion contribution for agenda 7.16.2.3 will address this LCM purpose in detail [10].
LCM purpose 9: Model update

The procedure for model update is still unclear based on RAN1 agreement, we can wait for more inputs from RAN1 before discussing the functionality mapping for this LCM purpose.
LCM purpose 10: UE capability
To avoid duplicated discussion with other paper, our companion contribution for agenda 7.16.2.1 will address this LCM purpose in detail [13].
2.2 Functionality Mapping for Positioning
Before going to details, the representative sub-use cases for positioning are listed below for information [4]:

· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

LCM purpose 1: data collection
To avoid duplicated discussion with other paper, our companion contribution for agenda 7.16.2.2 will address this LCM purpose in detail [9].
LCM purpose 2: model training 

Firstly, we think Observation1~ Observation3 given in sub-clause 2.1 are also valid for positioning use case. The key difference is that LMF entity is involved for positioning use case and all Sub-use cases for positioning should be analyzed one by one.
More specific, for positioning Case 1 and Case 2a, UE side model is used, but as mentioned in sub-clause 2.1, multi-vender and UE capability issues are still there, we prefer offline training for UE side model for positioning Case 1 and Case 2a is located at LMF entity even if model transfer/delivery may be involved.
OAM may be another option to train UE side model, but considering that LMF usually has more positioning info than other entity, this option seems not necessary.
Proposal12: For positioning Case 1 and Case 2a, offline training for UE side model is located at LMF.
Note: Offline training for UE side model at UE side is not precluded, but should be well justified.
As for positioning Case 2b and Case 3b, there is no doubt that LMF side model should be offline trained at LMF entity.
Proposal13: For positioning Case 2b and Case 3b, offline training for LMF side model is located at LMF.

Regarding to positioning Case 3a, gNB-side model can be offline trained at gNB or gNB-CU, gNB-DU is also not precluded. LMF entity is also possible to train gNB-side model, but not that straightforward. 
Proposal14: For positioning Case 3a, offline training for gNB side model is located at gNB or gNB-CU.

FFS: whether to consider OAM or gNB-DU or LMF as offline training location for gNB side model.
LCM purpose 3: model identification

We think the analysis for CSI enhancement and beam management on Model identification can be considered as the baseline, the key different is that LMF is still possible to be involved.
Proposal15: For positioning use case no matter which Sub-use case is considered, if model identification procedure is introduced, the following options can be considered:

Option1: Model identification procedure is terminated at CN including LMF;

Option2: Model identification procedure is terminated at gNB or gNB-CU.

Note: RAN1 further inputs should be considered.
LCM purpose 4: Model deployment
The terminology for model deployment is still unclear based on RAN1 agreement, we can wait for more inputs from RAN1 before discussing the functionality mapping for this LCM purpose.
LCM purpose 5: Model inference operation
For this LCM purpose, we think the analysis in sub-clause 2.1 for model inference can be reused with minor change, so we propose the following:
Proposal16: For positioning use case no matter which Sub-use case is considered:

- model inference is located at UE L1 for UE side model;
- model inference is located at LMF for LMF side model;
- model inference is located at gNB or gNB-DU for gNB side model.
LCM purpose 6: Model selection, activation, deactivation, switching, and fallback operation
For this LCM purpose, we think the analysis in sub-clause 2.1 for model selection/activation/deactivation/switching/fallback operation can be reused with minor change, so we propose the following:
Proposal17: For positioning use case no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU or LMF.

Proposal18: For positioning use case no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by UE side and the network is informed of the corresponding operation, L1 or L2 or L3 signalling can be further considered.
LCM purpose 7: Model monitoring
For this LCM purpose, we think the analysis in sub-clause 2.1 for model monitoring can be reused with minor change, so we propose the following:
Proposal19: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is performed by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU or LMF.

Proposal20: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is performed by UE side and the network is informed of the corresponding operation results, L1 or L2 or L3 signalling can be further considered.

LCM purpose 8: Model transfer/delivery

To avoid duplicated discussion with other paper, our companion contribution for agenda 7.16.2.3 will address this LCM purpose in detail [10].
LCM purpose 9: Model update

The procedure for model update is still unclear based on RAN1 agreement, we can wait for more inputs from RAN1 before discussing the functionality mapping for this LCM purpose.

LCM purpose 10: UE capability
To avoid duplicated discussion with other paper, our companion contribution for agenda 7.16.2.1 will address this LCM purpose in detail [13].
3. Conclusion
In conclusion, we propose the followings:

Observation1: For RAN3-led NG-RAN AI SID/WID, RAN3 assumes AI/ML Model Training is located at OAM or gNB or gNB-CU.
Observation2: For RAN3-led NG-RAN AI SID/WID, where training takes place may at least impact the training entity capabilities.
Observation3: Where training takes place may also has significant impact on the solution for other LCM purposes, e.g. data collection for offline training, model transfer/delivery.
Proposal1: For use cases not involving CN, i.e. CSI enhancement and Beam management, the RAN3 assumption on where offline training takes place is considered as the baseline, which means offline training for CSI enhancement and Beam management is located at OAM or gNB or gNB-CU.

FFS: whether to consider gNB-DU as offline training location.

Note: Offline training at CN is not precluded, but should be well justified.
Proposal2: For CSI enhancement Sub-use case1 training Type1, RAN2 assumes joint offline training of the two-sided model is located at OAM or gNB or gNB-CU.

FFS: whether to consider gNB-DU as joint offline training location.

Note: joint Offline training at UE side is not precluded, but should be well justified.
Proposal3: For CSI enhancement Sub-use case1 training Type3, RAN2 assumes offline training for network side model is located at OAM or gNB or gNB-CU while offline training for UE side model is located at UE.

FFS: whether to consider gNB-DU as offline training location for network side model.

Proposal4: For CSI enhancement Sub-use case2, RAN2 assumes offline training for UE side model is located at OAM or gNB or gNB-CU.

FFS: whether to consider gNB-DU as offline training location for UE side model.
Note: Offline training for UE side model at UE side is not precluded, but should be well justified.
Proposal5: For BM Sub-use case1 and Sub-use case2, RAN2 assumes offline training for network side/UE side model is located at OAM or gNB or gNB-CU.

FFS: whether to consider gNB-DU as offline training location for network side/UE side model.
Note: Offline training for UE side model at UE side is not precluded, but should be well justified.
Proposal6: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model identification procedure is introduced, the following options can be considered:

Option1: Model identification procedure is terminated at CN except LMF;

Option2: Model identification procedure is terminated at gNB or gNB-CU.

Note: RAN1 further inputs should be considered.
Proposal7: For CSI enhancement and beam management use cases no matter which Sub-use case is considered:

- model inference is located at gNB or gNB-DU for network side model;

- model inference is located at UE L1 for UE side model.
Proposal8: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU.

Proposal9: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by UE side and the network is informed of the corresponding operation, L1 or L2 or L3 signalling can be further considered.

Proposal10: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is performed by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU.

Proposal11: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is performed by UE side and the network is informed of the corresponding operation results, L1 or L2 or L3 signalling can be further considered.

Proposal12: For positioning Case 1 and Case 2a, offline training for UE side model is located at LMF.

Note: Offline training for UE side model at UE side is not precluded, but should be well justified.
Proposal13: For positioning Case 2b and Case 3b, offline training for LMF side model is located at LMF.

Proposal14: For positioning Case 3a, offline training for gNB side model is located at gNB or gNB-CU.

FFS: whether to consider OAM or gNB-DU or LMF as offline training location for gNB side model.
Proposal15: For positioning use case no matter which Sub-use case is considered, if model identification procedure is introduced, the following options can be considered:

Option1: Model identification procedure is terminated at CN including LMF;

Option2: Model identification procedure is terminated at gNB or gNB-CU.

Note: RAN1 further inputs should be considered.
Proposal16: For positioning use case no matter which Sub-use case is considered:

- model inference is located at UE L1 for UE side model;
- model inference is located at LMF for LMF side model;
- model inference is located at gNB or gNB-DU for gNB side model.
Proposal17: For positioning use case no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU or LMF.

Proposal18: For positioning use case no matter which Sub-use case is considered, if model selection/activation/deactivation/switching/fallback operation is triggered by UE side and the network is informed of the corresponding operation, L1 or L2 or L3 signalling can be further considered.
Proposal19: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is performed by network side, the corresponding operation will take place at gNB or gNB-CU or gNB-DU or LMF.

Proposal20: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is performed by UE side and the network is informed of the corresponding operation results, L1 or L2 or L3 signalling can be further considered.
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