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Introduction
RAN2 made the following agreements at RAN2 #121 [1] 
Agreements on SL consistent LBT failure
1: 	Consistent LBT failure does not trigger the UE in RRC idle/inactive to enter RRC connected.
2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
3:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
Agreements on SL LBT failure indication granularity
1: 	SL LBT failure indication granularity is per SL RB set.

In this contribution, we discuss design considerations on sidelink consistent LBT failure.
Discussion  
Confirm working assumptions 
Based on RAN2’s agreement [1] that SL LBT failure indication granularity is per SL RB set, the following working assumptions may be confirmed with the removal of “resource pool” and the sub-bullet of SL BWP as the SL LBT failure granularity (e.g., as shown below).  
2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.

Proposal 1. RAN2 confirms the following working assumptions (with modifications).
Working assumption:
	- If SL LBT failure granularity is RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is RB set, the MAC CE indicates RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.

SL consistent LBT failure detection
For NR-U, consistent uplink LBT failures detection is per Bandwidth Part (BWP) and based on all uplink transmissions within this BWP. When multiple UL BWPs are available for switching, it is up to the UE implementation which one to select. In SL-U, there is only one sidelink BWP on a carrier and therefore there is no other sidelink BWP to switch to when sidelink consistent LBT failure is detected for a sidelink BWP. If per sidelink BWP detection is not practical, then what’s the granularity for sidelink consistent LBT failure detection? 
To support the following RAN2’s agreements, each RB set within a resource pool or SL BWP needs to be monitored for sidelink consistent LBT failure detection based on counting SL LBT failure indication from PHY per RB set, so that the RB set(s) without sidelink consistent LBT failure detection can be used for transmissions accordingly. 
RAN2’s agreement made at RAN2 #121 [1]
Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.

To support the following RAN1’s agreement on multi-channel operation with PSFCH, each RB set within a resource pool or SL BWP also needs to be monitored for sidelink consistent LBT failure detection based on counting SL LBT failure indication from PHY per RB set, hence the RB set(s) without sidelink consistent LBT failure detection can be used for transmitting PSFCH. 
	RAN1’s Agreement made at RAN1#111 [2] 
For dynamic channel access mode with multi-channel case in SL-U, use NR-U DL (Type A or Type B) multi-channel access procedure as the baseline for multiple PSFCH transmissions on multiple channels, where each PSFCH transmission is confined within one LBT channel. 
· FFS: the case for S-SSB if agreed to transmit S-SSB (or S-SSB can be (pre-)configured) in more than one RB set
· FFS: whether type A or type B or both will be supported for this case for PSFCH
FFS: whether multiple PSFCH transmissions on multiple channels after performing the multi-channel access procedure is limited to contiguous RB sets


 
Proposal 2. Support that sidelink consistent LBT failure is detected and released per RB set, e.g., one LBT counter per RB set.  

SL consistent LBT failure recovery
For NR-U, all the triggered consistent LBT failure(s) can be cancelled with the following cases.
	[bookmark: _Hlk27579438]1>	if a MAC PDU is transmitted and LBT failure indication is not received from lower layers and this PDU includes the LBT failure MAC CE:
2>	cancel all the triggered consistent LBT failure(s) in SCell(s) for which consistent LBT failure was indicated in the transmitted LBT failure MAC CE.
[bookmark: _Hlk34745434]1>	if consistent LBT failure is triggered and not cancelled in the SpCell; and
[bookmark: _Hlk34411978]1>	if the Random Access procedure is considered successfully completed (see clause 5.1) in the SpCell:
[bookmark: _Hlk131684667]2>	cancel all the triggered consistent LBT failure(s) in the SpCell.
1> if lbt-FailureRecoveryConfig is reconfigured by upper layers for a Serving Cell:
2>	cancel all the triggered consistent LBT failure(s) in this Serving Cell.



For SL-U, SL consistent LBT failure recovery may be conducted per RB set if it’s agreed that SL consistent LBT failure is detected per RB set as discussed in section 2.2. For example, after a time duration (e.g., a suspension time) from an SL consistent LBT failure detection on an RB set, a UE may try to check if the RB set is available for access or not with LBT procedure, regardless of any data available to transmit. The SL consistent LBT failure may be cancelled if any successful LBT indication is received from PHY during the recovery. Alternatively, after a time duration from an SL consistent LBT failure detection on an RB set, a UE may release the SL consistent LBT failure if the UE receives any signal or message on the RB set during the discovery.
Proposal 3. How to recover an RB set after SL consistent LBT failure detection needs to be discussed.  

SL RLF due to SL consistent LBT failure
For NR-U, when consistent uplink LBT failures are detected on SCell(s), the UE reports this to the corresponding gNB (MN for MCG, SN for SCG) via MAC CE on a different serving cell than the SCell(s) where the failures were detected. If no resources are available to transmit the MAC CE, a Scheduling Request (SR) can be transmitted by the UE. When consistent uplink LBT failures are detected on SpCell, the UE switches to another UL BWP with configured RACH resources on that cell, initiates RACH, and reports the failure via MAC CE. For PSCell, if consistent uplink LBT failures are detected on all the UL BWPs with configured RACH resources, the UE declares SCG RLF and reports the failure to the MN via SCGFailureInformation. For PCell, if the uplink LBT failures are detected on all the UL BWP(s) with configured RACH resources, the UE declares RLF.
For SL-U, it’s working assumption that a UE triggers SL RLF for all unicast connections when the UE has triggered SL consistent LBT failure in all resource pools or RB sets. Triggering SL RLF for all unicast connections can be disruptive to sidelink communications and costly to recover since it may cause the release of all radio bearers, configurations, etc., as well as MAC reset. If each SL consistent LBT failure is detected and released per RB set at a different time, as shown in Figure 1, when is a suitable time to trigger SL RLF for all unicast connections to avoid frequent or unnecessary SL RLF?


Figure 1 Sidelink Consistent LBT failures

As illustrated in Figure 2, to avoid frequent or unnecessary SL RLF, a UE may try to recover any of the RB sets within a recovery time. If all RB sets still fail the recovery, then SL RLF can be triggered for all UC connections.




Figure 2. SL consistent LBT failure recovery before SL RLF

Proposal 4. When to trigger SL RLF for all unicast connections needs to be discussed to avoid frequent or unnecessary SL RLF. 
Conclusion
[bookmark: _Hlk92772570]In this contribution, we discussed design considerations on sidelink consistent LBT failure and concluded with the following proposals.
Proposal 1. RAN2 confirms the following working assumptions (with modifications).
Working assumption:
- If SL LBT failure granularity is RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
- If SL LBT failure granularity is RB set, the MAC CE indicates RB set where SL consistent LBT failure was declared.
- If SL LBT failure granularity is RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets
Proposal 2. Support that sidelink consistent LBT failure is detected and released per RB set, e.g., one LBT counter per RB set.  
Proposal 3. How to recover an RB set after SL consistent LBT failure detection needs to be discussed.  
Proposal 4. When to trigger SL RLF for all unicast connections needs to be discussed to avoid frequent or unnecessary SL RLF. 
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