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1. Introduction
In RAN2#120 meeting, RAN2 concluded the following assumptions and agreements on AI/ML methods [1]:  
	8.16.2 	AIML methods 
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 



In RAN2#121, RAN2 further discussed AI/ML Model ID and AI/ML capability and concluded that [2]: 
	RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 



However, RAN2 has not yet had any discussions on the concept of functionality-based LCM procedure that was approved in RAN1#111 meeting [3]: 
	Agreement RAN1#111
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs



In this contribution, we continue to discuss aspects of AI/ML model identification taking into consideration AI/ML functionality identification.
2. Discussion
2.1 AI/ML functionality-based and model-ID-based LCM:
In RAN1#111 meeting, RAN1 agreed the following mechanisms for LCM procedures [3]: 



	Agreement RAN1#111
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/          fallback based on individual model IDs



Observation 1: RAN1 approved two mechanisms for LCM procedures: (1) functionality-based LCM procedure, and (2) model-ID-based LCM procedure.

Moreover, in RAN1#112 meeting, RAN1 discussed the UE reporting (indication) of supported AI/ML functionalities/functionality and AI/ML models for the UE-side models and UE-part of two-sided models [4]:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification



Observation 2: RAN1 agreed two types of model identifications: (1) functionality-based identification, and (2) model-ID-based identification. 
Observation 3: The UE indicates its supported list of functionalities as part of UE capability reporting.
Observation 4: For AI/ML functionality-based LCM, the network may activate/deactivate/select/switch individual AI/ML functionality. 
Observation 5: RAN1 has not yet decided the relationship between functionality identification and model identification.
Figure 1 show examples of (a) model-ID-based LCM procedure, and (b) functionality-based LCM procedure. In Figure 1(a), model-ID-based LCM, a UE-side model could be trained, for example, at a server, that may be owned by the UE vendor, and would have access to the compiling environment of the UE. Thus, a compiled model in its executive format can be delivered to the UE in proprietary manner, e.g., via firmware update over-the-air (FOTA) [5]. 
For model-ID based LCM, a model ID and its associated information has to be registered to the network that can provide activation/deactivation/fallback/switching of AI/ML models based on corresponding model ID. Moreover, if multiple models are transferred to related functionalities, e.g., different scenarios or configurations of a given use case, then the gNB may switch through the multiple models using model IDs. The network/UE may activate/deactivate/select/switch individual AI/ML models via model ID.
In Figure 1(b), for functionality-based LCM, the model is identified implicitly using its functionality. The UE can indicate its supported functionalities/functionality included in the UE capability. Moreover, the network can provide LCM assistance including activation/deactivation/fallback/switching of a model by simply performing activation/deactivation/fallback/switching of an AI/ML functionality.  
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Figure 1: Example of (a) Model-ID-based LCM procedure, (b) functionality-based LCM procedure [5].
Table 1 shows example on AI/ML model identification and AI/ML functionality identification, in relation to model-ID-based LCM procedure and Functionality-based LCM procedure.
	
	Model-ID-based LCM
	Functionality-based LCM

	Identification 
	Model ID 
	Functionality 

	Indication of supported Models or functionalities
	List of Model IDs (e.g. Model ID#1, Model#2, … Model ID#X)
	List of functionalities (e.g. Functionality 1, Functionality 2, …, Functionality X)



Table 1: Example on model identification and functionality identification, in relation to model-ID-based LCM and Functionality-based LCM.
In our understanding, both the functionality-based LCM procedure and the model-ID based LCM procedure can be used. For functionality-based LCM, multiple models serving the same functionality maybe identified using one functionality (or functionality ID). While for model-based LCM, each model is assigned with an individual model ID, and any change of model parameters (e.g., structure, weights, layers, etc.) would require allocation of different model IDs, even if the model is serving the same functionality. Similarly, if models serving the same functionality but from different vendors then they need to be assigned to different model IDs, e.g., models from different vendors. 
Moreover, in functionality-based LCM, in the case that the UE and/or gNB storing multiple models for the same functionality, these models will be transparent to the other node. For example, the UE can perform model switching among the multiple models in a transparent manner without LCM support from the gNB.
Observation 6: For Functionality-based LCM, multiple models maybe identified using the same functionality (or functionality ID), while for Model-ID-based LCM, multiple model IDs maybe needed for the same functionality.
Proposal 1: RAN2 assumes that the functionality-based identification can be used to identify (explicitly) a given AI/ML model. 
Proposal 2: RAN 2 assumes that functionality-based identification can be used to indicate activation/deactivation/fallback/switching of a given AI/ML functionality.
3. Conclusion
In this contribution, we continue to discuss aspects of AI/ML model identification taking into consideration AI/ML functionality identification. The following are the observations and proposals in this document: 
Observation 1: RAN1 approved two mechanisms for LCM procedures: (1) functionality-based LCM procedure, and (2) model-ID-based LCM procedure.
Observation 2: RAN1 agreed two types of model identifications: (1) functionality-based identification, and (2) model-ID-based identification. 
Observation 3: The UE indicates its supported list of functionalities as part of UE capability reporting.
Observation 4: For AI/ML functionality-based LCM, the network may activate/deactivate/select/switch individual AI/ML functionality. 
Observation 5: RAN1 has not yet decided the relationship between functionality identification and model identification.
Observation 6: For Functionality-based LCM, multiple models maybe identified using the same functionality (or functionality ID), while for Model-ID-based LCM, multiple model IDs maybe needed for the same functionality.
Proposal 1: RAN2 assumes that the functionality-based identification can be used to identify (explicitly) a given AI/ML model. 
Proposal 2: RAN 2 assumes that functionality-based identification can be used to indicate activation/deactivation/fallback/switching of a given AI/ML functionality. 
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