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1. Introduction
In RAN2#120 meeting, the general aspects of AIML methods over air-interface were discussed and some assumptions and agreements have been made as followings[1]:
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions
In this contribution, we continue to discuss some general aspects of AI/ML methods from RAN2’s perspective, e.g., model transfer/delivery, data collection, model selection/switching and model monitoring. 
2. Discussion
2.1 Model transfer/delivery
As previous discussion[2], both CP solution and UP solution are supported for model transfer/delivery by majority companies, the details are shown as followings:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
[bookmark: OLE_LINK15][bookmark: OLE_LINK20][bookmark: OLE_LINK16][bookmark: OLE_LINK18][bookmark: OLE_LINK17][bookmark: OLE_LINK19]Since the above solutions are various, solution1b, solution2, solution3 and solution4 are more related to other WGs, so, we suggest RAN2 focus on solution1a over air interface in current stage. Moreover, there are still confused about the case that gNB transfer/delivery AI/ML model to UE. For example,  gNB can transfer/deliver AI/ML model to UE, the model training may be assumed done at gNB and gNB transfers/deliveries it to UE. Besides, it is possible that gNB can do some management about AI/ML model even the AI/ML model is trained at other entities, that requires some AI/ML model characteristics are espoused to gNB. In order to avoid the overlap between solution1 and solution2/3/4, we suggest to further clarify the case of solution1, no matter where the AI/ML model is trained, the gNB is able to manage the AI/ML model, not just transfers/deliveries the AI/ML model to UE transparently.
Proposal 1:Suggest RAN2 focus on solution 1a at the current stage.
Proposal 2:In solution1, gNB is able to manage AI/ML model transfer/delivery whether model training is done at gNB or not.

[bookmark: OLE_LINK26][bookmark: OLE_LINK23]For model transfer/delivery from gNB to UE, the basic flow for option 1 – CP solution is proposed as Figure1 as following, which is a good starting point.
[image: ]
Figure 1: Basic flow for Option 1 – CP solution
[bookmark: OLE_LINK22][bookmark: OLE_LINK24][bookmark: OLE_LINK14][bookmark: OLE_LINK2]Considering Figure1 only shows that gNB can transfer/delivery AI/ML model by RRC signaling, the complete procedure of model transfer/delivery is not clear. From our perspective, both NW trigger-based and UE request-based methods are possible for model transfer/delivery. For NW trigger-based method, NW manages the AI/ML model which is able to transfer/delivery the AI/ML model autonomously. While for UE request-based method, since the transferred model is used to AI/ML functions which are deployed at UE, UE knows when it needs AI/ML model and which kinds of AI/ML model it supports. Thereby, UE may request AI/ML model transfer/delivery from gNB, meanwhile, it also can provide gNB with assistant information to assist gNB transfer/delivery the AI/ML model which is more suitable, such like UE capacities(e.g., UE storage), AI model characteristics, use cases and etc. 
Proposal 3: For model transfer/delivery, study procedure and signaling of following mechanisms:
- NW trigger-based AI/ML model transfer/delivery
- UE request-based AI/ML model transfer/delivery
Proposal 4: RAN2 to study the assistant information for model transfer/delivery mechanism.

2.2 Data collection 
For data collection, RAN1 has made the following agreements at RAN#110bis:
	Conclusion
[bookmark: OLE_LINK8]Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


[bookmark: OLE_LINK13][bookmark: OLE_LINK11]Besides, as discussed in RAN2, many companies mentioned that both UE-sided model and NW-sided model, data collection is necessary, since the AI/ML functions which require AI/ML data may be  located at UE side, or NW side in any model cases. In other words, the AI/ML function is a critical factor to collect data because its location may effect the design of AI/ML data collection framework. Considering the requirements of data for different AI/ML functions are based on RAN1 input, such as data size, latency and etc, hence, we suggest that RAN2 focus on the design of AI data collection framework both for UE side and NW side, including procedure and signaling. 
[bookmark: OLE_LINK3]Observation 1: The location of AI/ML function effects the design of AI/ML data collection framework.
Proposal 5: RAN2 shall concentrate on the design of AI data collection framework at the UE side and NW side, including procedure and signaling.
         
[bookmark: OLE_LINK9][bookmark: OLE_LINK5][bookmark: OLE_LINK6][bookmark: OLE_LINK4][bookmark: OLE_LINK7][bookmark: OLE_LINK10]Considering different AI functions may have some cooperation, for instance, model inference function at UE sided, if the model monitoring is deployed at NW side, the output of model monitoring can be regarded as input of model inference, which is also be saw as required AI data for model inference function. Another example, model inference function at UE sided, if the model model training is deployed at NW side, whether the trained AI model, its structure and some assistance information can be able to regarded as input data of model inference. For the sake of a deeper study for data collection, we may figure out whether a cooperation in terms of data collection among AI functions/actions  exists, such as model training, model inference, model monitoring, model selection, model update and etc, if needed.
Proposal 6: RAN2 should figure out whether a cooperation exists in terms of data collection among AI functions/actions, if needed.

[bookmark: OLE_LINK12]Many legacy frameworks were listed and regarded as a starting point for data collection, e.g., MDT, UE assistance information (defined in RRC-spec.), early idle/inactive measurements, RRC measurement reports, CSI reporting framework, LPP Provide location information. A straightforward thinking is that if there a new AI data characteristic exits, such as raw channel, the some legacy methods needed to be enhanced to reporting/feedback it, and vice versa. Furthermore, as the above discussion, the direction of data collection is bidirectional, from UE to NW and from NW to UE, it may be necessary to newly define a feedback/reporting, as some legacy methods do not have feedback/reporting. In our view, it is possible that the legacy methods can reused in some use cases, which highly depends on the its requirements of data. Hence, it hard to evaluate and analysis whether the above existing framework can be reused directly/enhanced at the current stage. We suggest RAN should align the requirements of AI data from RAN1 first.
Proposal 7: Wait for RAN1 progress of AI data requirement, and then evaluate and analysis whether the existing framework can be reused directly/enhanced.

2.3 Model selection and Model switching
In RAN1 meeting, there is an agreement for model selection, activation, deactivation, switching, and fallback, which is shown as below:
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models

FFS: other mechanisms


Based on RAN1 process, in our understanding, for UE sided model and two-sided model, combined with model training, the scenarios may include:
- UE-sided model with UE- sided training
- UE- sided model with Network-sided training
- UE- sided model with Joint training
- UE-sided model with Separated training
- Two-sided model with UE-sided training
- Two-sided model with Network-sided training
- Two- sided model with Joint training
- Two sided model with Separated training
Model selection, which is a process of selecting one among multiple alternative models; while for model switching, it is that deactivating a currently active AI/ML model and activating a different AI/ML model for a specific use case. It is noted that in the model selection, the alternative candidate models have the same specific function, which is a little different from model switching. In model switching, there is  no constraint that the specific function for the alternative candidate models to switch to should be same as the original model. Furthermore, in the model selection, the node may not adopt AI/ML working method. In other words, model selection may be occurred in the case that the node decides to use non AI/ML methods instead of AI/ML methods. While for model switching, the node is using AI/ML operation currently, if the system performance become worse based on model monitoring, the node may switch to a more suitable AI/ML model to replace the old one. Hence, in our views, model selection and model switching may occur in the same or different scenarios. RAN 2 is suggested to study the trigger event for model selection and model switching, respectively.
Proposal 8: RAN2 is suggested to study the trigger event for model selection and model switching, respectively.

Among the above scenarios, whatever the locations of model inference function and model training, if aUE or a network decide to do the model selection and model switching, the related signaling and procedure should be studied, which may be as followings:
- Configuration signaling message from network to UE, 
- Request message from UE to network 
- Response message from network to UE
- Reporting message from UE to network  
Besides the mentioned signaling and procedure, since there may be more than one trained AI/ML model. How to select and switch to the most suitable AI/ML model among the various AI/ML models for a specific function should be considered. Hence, the conditions of model selection and model switching should also be studied, such as AI/ML model structure, common KPI, generalization of an AI/ML model and so on.
[bookmark: OLE_LINK1]Proposal 9: Study the signaling and procedure of model selection and model switching.
Proposal 10: Study the conditions of model selection and model switching.

It is possible that system deploys different AI/ML models for different functions at the same time. However, more ML models mean more resource consumption, and higher UE capability requirements. Hence, we think RAN2 should also study whether there is an upper bound on the maximum number of AI/ML models for simultaneously model selection or model switching at a time.
Proposal 11: Study whether there is an upper bound on the maximum number of AI/ML models for simultaneously model selection or model switching at a time.

2.4 AI/ML Model during UE mobility
In a wireless communication system, the channel may become worse due to the UE movement. When a UE cross cell boundary, it may result in handover. When UE move into a new serving gNB, the system can adopt traditional working method and AI/ML-based working method in some use cases. If the AI/ML-based method is adopted, in order to ensure the service continuity, model selection or model switching has to be triggered Furthermore, since UE moves into a new serving cell, the AI/ML model which used in the old serving gNB may be aligned between the serving cell and target cell,, during UE handover. The alignment may involve model transfer. Besides, considering the size of AI/ML model will be an overhead, model reconfiguration or fine-tuning arepossible ways to avoid encountering this overhead. Hence, during handover , to  maintain AI/ML model proper operation, it may involve model selection, model transfer and model reconfiguration. 
Proposal 12: Suggest to study the methods for maintaining AI/ML model proper operation during UE mobility.
3. Conclusion
In this contribution, the following observations and proposals have been proposed
Observation 1: The location of AI/ML function effects the design of AI/ML data collection framework.
Proposal 1:Suggest RAN2 focus on solution1a at the current stage.
Proposal 2:In solution1, gNB is able to manage AI/ML model transfer/delivery whether model training is done at gNB or not.
Proposal 3: For model transfer/delivery, study procedure and signaling of following mechanisms:
- NW trigger-based AI/ML model transfer/delivery
- UE request-based AI/ML model transfer/delivery
Proposal 4: RAN2 to study the assistant information for model transfer/delivery mechanism.
Proposal 5: RAN2 shall concentrate on the design of AI data collection framework at the UE side and NW side, including procedure and signaling.
Proposal 6: RAN2 should figure out whether a cooperation exists in terms of data collection among AI functions/actions, if needed.
Proposal 7: Wait for RAN1 progress of AI data requirement, and then evaluate and analysis whether the existing framework can be reused directly/enhanced.
Proposal 8: RAN2 is suggested to study the trigger event for model selection and model switching, respectively.
Proposal 9: Study the signaling and procedure of model selection and model switching.
Proposal 10: Study the conditions of model selection and model switching.
Proposal 11: Study whether there is an upper bound on the maximum number of AI/ML models for simultaneously model selection or model switching at a time.
Proposal 12: Suggest to study the methods for maintaining AI/ML model proper operation during UE mobility.
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