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1. Introduction
[bookmark: _Hlk127256742]In RAN2#120 meeting, the RAN 2 impact from data collection is identified. And then we start an initial discussion on data collection in the post meeting discussion [1], to collect companies’ view for identifying the way of studying on the data collection in RAN2 and some progresses are made. Based on the progresses, the intention of the contribution to share our initial views on the data collection for RAN2 study.
2. [bookmark: _Toc12718547]Discussion
[bookmark: _Toc7959][bookmark: _Toc20109]Data collection is generally categorized into two types, the UE sided data collection, and the NW sided data collection.
2.1 UE sided data collection
Regarding the UE sided data collection, which is the correspondence to the UE sided model. UE only need perform the measurements according to the L1 reference signal provided by gNB but not feedback of measurement result to gNB. In this sense, UE sided data collection is mainly relying on the L1 reference signal configured by gNB, and Out understand that the UAI may be useful for UE to inform NW of the expected L1 reference signal configuration for the data collection.
[bookmark: _Toc127539316] For UE sided data collection, RAN2 assume the UAI is useful for UE to provide the assistance information to help NW configuring the expected L1 reference signal configuration.

2.2 NW sided data collection
Regarding the NW sided data collection, it includes the gNB sided data collection and CN sided data collection those are correspondence to the gNB sided AI model and LMF sided AI model respectively. For saving the signaling overhead between the different nodes (e.g. NG interface), the data collection is better terminated at gNB side for gNB sided AI model, at CN side for LMF sided AI model.
[bookmark: _Toc127539317]For NW sided data collection, the termination of the data collection depends on where the model is located (e.g. gNB sided AI model, or CN sided AI model), the termination of the data collection is at gNB side for gNB sided AI model, at CN side for CN sided AI model)
In RAN1 discussion, the following agreement is achieved:
	Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


According to the conclusion, the data collection function is a basic sponsor to the divers functions in LCM. the different functions may have different requirements, for example, the data continuation requirement, collected data size, and the data type requirement etc.
[bookmark: _Toc127539318]the data collection is a function which can be applied to different functions in LCM, for example: the model training/ monitoring/ selection/ update/ inference, etc.
For the data collection method, [1] have summarized the following candidates:
· MDT: Terminated at either CN (i.e. TCE) at gNB (e.g. 37.817 have concluded that the MDT data can be decoded by gNB implementation)
· RRM: Terminated at gNB.
· Idle/inactive Measurement: Terminated at gNB
· UAI: Terminated in gNB.
In addition to above candidates, we believe that the L1 measurement/report framework and LPP shall be added since the L1 measurement/report is terminated at DU of the gNB and LPP is terminated at LMF.
[bookmark: _Toc127539319]In addition to the MDT, RRM, Idle/inactive Measurements and UAI, the L1 measurement/report and LPP shall be considered as candidates for data collection.
The MDT is terminated between UE and TCE, and 37.817 have concluded that the MDT data can be decoded by gNB which is up to gNB implementation, in this sense, the MDT can be terminated in either gNB or TCE,  
Even though RAN2 have concluded the possible candidate frameworks may be reused for data collection, the data collection serve various purposes in LCM, and different LCM functions may have different requirements for the data collection method, so we suggest to evaluate the most suitable candidate framework from the purpose perspective. 
[bookmark: _Toc127539320]Consider the data collection serves the different purposes in LCM and data collection have divers candidate frameworks, we can evaluate what is the most suitable candidate framework for different purposes in LTM.
2.2.1 Model Inference
The NW sided data collection for model inference target to provide the input data for the AI model
· For gNB sided model, the RRM, L1 measurement/report can be taken into account.
· For LMF sided model, the MDT, LPP framework can be taken into account.  
In most case of gNB sided model, the output of the model inference is a PHY related determination so that the timing sequence requirement of the inference processing delay is strict, compare to RRM framework, only the L1 measurement/report framework can meet such strict requirement due to the fast feedback of L1 report, therefore, for the gNB sided data collection for model inference, the L1 measurement/report is prioritized to be studied.  
[bookmark: _Toc127539321]For gNB sided model, RAN2 assumes the L1 measurement-report based data collection is prioritized to be studied for model inference. 
In the case of the LMF sided model, the output of the model inference is mainly for directly obtaining the UE location information or refining the measurement report, so the LPP framework based data collection can be prioritized to be studied for LMF sided model.
[bookmark: _Toc127539322]For LMF sided model, RAN2 assumes the LPP based data collection is prioritized to be studied for model inference.
2.2.2 Model training/update/selection/monitoring
The NW sided model training/update/selection/monitoring includes the gNB sided model training/update/selection/monitoring and LFM sided model training/update/selection/monitoring, for the convenience, the model training/update/selection/monitoring is called model management for the convenience.
If the gNB sided model management is located at CU, the MDT based data collection, RRM based data collection can be taken into account, else if the gNB sided training is located at DU, then the L1 measurement based data collection can be taken into account. In RAN for PHY, RAN3 has determined that the AI model management is located in either CU or OAM in the case of AI for RAN, in our paper [2], we propose that  the RAN2 also can assume the model management can be located either in CU or OAM for AI for PHY, and according to the rule defined in observation 1,  RAN2 can assume the MDT based and RRM based data collection is studied for model management at gNB side.
For LMF sided model training/update/selection, the LPP and MDT based data collection can be taken into account since both LPP and MDT based data collection are terminated in the CN.
Above all, no matter for gNB sided model management or LMF sided model management, the MDT based data collection is a suitable framework since the MDT data can be terminated in either gNB or CN, so to our understanding, the MDT based data collection can be studied preferentially.
[bookmark: _Toc127539323]Data collection for model training/update/selection/monitoring at NW side, MDT based data collection can be studied preferentially for AI model management (i.e. model training/selection/update/monitoring) 

2.3 Data Set Sharing
There are three types are defined in RAN1 for two-sided model, among the three type, the data set sharing is needed for type 2 and/or type 3. In our understanding, the data set sharing is as same as the model transfer between gNB and UE, for which either DRB or SRB is needed. Therefore, the dataset sharing can follow the outcome of the study of model transfer between UE and gNB. So we propose that:
[bookmark: _Toc127539324]Data Set sharing study is relying on the study outcome of the model transfer between UE and gNB   
3. Conclusion and proposals 
[bookmark: _GoBack]In this contribution, we discussed the data collection for AI for PHY with the following observations and proposals:
Proposal 1.	For UE sided data collection, RAN2 assume the UAI is useful for UE to provide the assistance information to help NW configuring the expected L1 reference signal configuration.
Observation 1.	For NW sided data collection, the termination of the data collection depends on where the model is located (e.g. gNB sided AI model, or CN sided AI model), the termination of the data collection is at gNB side for gNB sided AI model, at CN side for CN sided AI model)
Observation 2.	the data collection is a function which can be applied to different functions in LCM, for example: the model training/ monitoring/ selection/ update/ inference, etc.
Proposal 2.	In addition to the MDT, RRM, Idle/inactive Measurements and UAI, the L1 measurement/report and LPP shall be considered as candidates for data collection.
Observation 3.	Consider the data collection serves the different purposes in LCM and data collection have divers candidate frameworks, we can evaluate what is the most suitable candidate framework for different purposes in LTM.
Proposal 3.	For gNB sided model, RAN2 assumes the L1 measurement-report based data collection is prioritized to be studied for model inference.
Proposal 4.	For LMF sided model, RAN2 assumes the LPP based data collection is prioritized to be studied for model inference.
Proposal 5.	Data collection for model training/update/selection/monitoring at NW side, MDT based data collection can be studied preferentially for AI model management (i.e. model training/selection/update/monitoring)
Proposal 6.	Data Set sharing study is relying on the study outcome of the model transfer between UE and gNB
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