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1. Introduction
Through the latest email discussion [1], the following proposals were drawn regarding data collection. 
	Proposal 1	RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.
Proposal 2	Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.
Proposal 3	RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.
Proposal 4	Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can have a general analysis of existing frameworks.
Proposal 5	When analysing pros/cons of different data collection frameworks, RAN2 can start by considering the following categories/requirements: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling and configuration aspects. FFS on how to handle security/privacy.
Proposal 6	Consider the following existing frameworks as starting points to be considered for data collection: MDT, UE assistance information, early idle/inactive measurements, RRM measurement reports, CSI reporting framework. FFS whether other frameworks should be discussed.
Proposal 7	Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8	For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary.


In this contribution, we discuss the data collection method, data collection requirements, and existing procedure analysis focusing on the beam prediction use case.
2. Discussion 
2.1 Data Collection Method (CP vs. UP)
Data collection should be studied according to the purpose of data collection: model training, model inference, and model monitoring. Also, this should be studied on a per-use-case basis.
As for the beam prediction, RAN1 is being discussed the content needed per each purpose of data collection. Note that beam measurement results are required for all data collection purposes.
· For model training, spec impact (how to initiate data collection) and configuration are being discussed. 
· For model inference, enhancement in L1 reporting by extending the amount of measurement results are being considered. Other L1 reporting enhancements are also considered.
· For monitoring, for beam measurement based on a set of beams indicated by gNB, RRC-based/L1-based content is being considered. Performance and UE complexity, power consumption is also considered. 
To deliver beam measurement results, there may be CP-based solutions and UP-based solutions. Currently, the beam measurement report is delivered via the CP-based solutions, e.g., CSI report and RRM report. The table below shows the pros and cons of each solution.
	
	Pros
	Cons

	CP based solution
	- Existing procedures to report beam measurement report can be used
- Processing time for data sets can be reduced if gNB is involved in model training, inference, and monitoring (gNB can comprehend the beam measurement results) 
	-Restriction on message size: UL segmentation is needed for the large size of data sets. However, in the current specification, up to 16 segmentation is available.

	UP based solution
	- No restriction on message size
	- New AI/ML network entity can be needed to process UL data
- Increase inter-node signalling between gNB and AI/ML network entity if gNB needs to be involved in model training/inference/monitoring


The use of the UP-based solution can require a new AI/ML network entity to process UP data. Compared to model transfer/delivery, frequent reports for data collection may be required especially for model inference and monitoring. However, since the gNB can comprehend the beam measurement results, inter-node signalling between gNB and AI/ML entity will be inevitable. As a result, inter-node signalling can be increasing. Therefore, for the beam prediction, we propose to study data collection requirements and existing procedure analysis based on the CP-based solution.
Observation 1. The use of the UP-based solution can require a new AI/ML network entity to process UP data. Compared to model transfer/delivery, frequent reports for data collection may be required especially for model inference and monitoring. However, since the gNB can comprehend the beam measurement results, inter-node signalling between gNB and AI/ML entity will be inevitable. As a result, inter-node signalling can be increasing.
Proposal 1. For beam prediction, we propose to study data collection requirements and existing procedure analysis based on CP-based solutions.
2.2 Data Collection Requirement
The data collection requirements can be studied for each data collection purpose for the beam prediction.
Time-critical report: It is necessary to consider how often data collection results need to be transmitted. Time critical report may vary depending on the purpose of the data collection.
Data size: It is necessary to consider the size of the transmitted data. Data size may vary depending on how often it is transmitted and how much data should be included in one transmission.
RRC state for measurement: It is necessary to consider when measurement for beam prediction is performed. Since there are several existing procedures in RAN2 depending on the RRC State that performs measurement and measurement report, it should be considered together to know the impact of the existing procedures in RAN2.
The table below summarizes the requirements for each data collection purpose.
	
	Time critical report
	Data size
	RRC state for measurement

	Training (non-real time)
	Not critical 
	Large
	Connected

	Inference
	Critical 
	Small
	Connected

	Monitoring
	Less critical
	Medium (up to design)
	Connected


< Table 1. Requirements for each data collection purpose>
In model training for non-real time, since training is not done in real-time, data sets accumulated over a long time will be delivered to the network under specific conditions, e.g., time, amount of data. Consequently, the data size will be large. Therefore, for data collection of model training (non-real time), the measurement results measured in the RRC connection state is not time-critical and is not limited by the data size. 
Proposal 2. For data collection of model training (non-real time), the measurement result measured in the RRC connection state is not time-critical and is not limited by the data size
In model training for real-time, RAN1 input is needed to know the detailed requirement, for example, how often reports and how much data size. 
Proposal 3. For data collection of model training (real time), RAN1 input is needed to know the detailed requirements, e.g., how often report, how much data size
According to RAN1 agreement, model inference is required in the network to obtain measurement results of several beams related to beam prediction. For example, when predicting a specific beam set B in the network, beam measurement results of a specific beam set A can be required from the UE. In this case, past measurement results are unnecessary and fast delivery of current measurement results is required. That is, since real-time measurement results are required, the model inference is time-critical. Therefore, in model inference, the measurement results measured in the RRC connected state are transmitted time critically and can have a relatively small data size compared to training or monitoring.
Proposal 4. For data collection of model inference, the measurement results measured in the RRC connected state are transmitted time critically and can have a relatively small data size compared to training or monitoring
[bookmark: _Hlk126751599]In model monitoring, one of the differences from model inference is that the report can include historic results. Historic results may be historical measurement results or may include direct monitoring results such as model accuracy. Accordingly, measurement results do not need to be transmitted frequently. Therefore, in model monitoring, the results measured in RRC connected state are less critical and have a relatively large data size compared to model inference to contain monitoring assistant information.
Proposal 5. For data collection of model monitoring, the measurement results measured in RRC connected state is less critical and have a relatively large data size compared to model inference.
2.3 Existing Procedure Analysis
The following table is intended to analyse existing procedures based on the data collection requirements.
	
	Latency
(Measure to Report) 
	Message size
	RRC state for measurement
	Method of 
Report Trigger

	Logged MDT
	High
	Large
	Idle/Inactive
	Collective report by NW request

	UAI
	Medium
	Medium (up to config)
	Connected
	Condition

	RRM
	Medium
	Medium (up to config) 
	Connected
	Periodic, EventTriggered

	CSI report
	low
	Small
	Connected
	Periodic, 
Aperiodic, 
Semi-persistence


< Table 2. Analysis for each existing procedure in RAN2>
In the case of MDT, logged MDT can be considered for the purpose of delivering collected results. In logged MDT, measurements can be performed for a certain period, i.e., T330, and the collected measurement results can be transmitted to the network. Since it can take a long time to perform measurement and report, it can be suitable to non-time critical data collection. In addition, a framework already exists for transmitting collected measurement results. Therefore, it may be suitable for data collection of model training. 
Observation 2. Since Logged MDT can take a long time to perform measurement and report, it can be suitable to non-time critical data collection. In addition, a framework already exists for transmitting collected measurement results. Considering this, it may be suitable for data collection of model training.
However, the currently logged MDT procedure has the additional specific impacts.
· Whether inter node signalling between TCE-AI/ML entities is needed
· Specific beam measurement settings and reports considering connected state: Since the purpose of logged MDT is to perform measurement in RRC idle/inactive state. There are no beam specific configurations/reports. For example, measurement related to CSI-RS is not considered.
· When/How to report the logged measurement results (for training) in connected state: In the current procedure, the UE can notify the network that the logged measurement result is available when entering connected state. The network can bring the logged measurement result through the UE information request/response procedure. In the connected state, additional consideration is needed to inform when it is available and when to report.
· When releasing the logged measurement configuration/results (for training): In the current specification, when the memory reserved for the logged measurement information becomes full, when T330 expires, etc., the UE releases the logged measurement configuration/results. It should be considered whether it is suitable to model training as well.
Observation 3. There are many things to consider in order to use logged MDT for the purpose of model training:
· Whether Inter node signalling between TCE-AI/ML entities is needed
· Specific beam measurement settings and reports considering connected state
· When/How to report the logged measurement results (for training) in connected state
· When releasing the logged measurement configuration/results (for training)
As above, logged MDT does not take connected mode and beam measurements into account. Including the beam measurement result for data collection in the existing logged MDT procedure requires as much effort as introducing a new report procedure. Therefore, it is necessary to consider a new procedure. For further study, transmission considering UL segmentation can be studied so that very large-size messages can be transmitted for CP-based solution. UP-based solutions are not precluded from the study as well.
Proposal 6. To study new procedure for model training. Do not consider extending the logged MDT method for model training.
In the case of UAI, depending on the network settings, the UE’s preference (e.g., relate to DRX/CC/RRC state) or a specific problem (e.g., related IDC), or a specific status (e.g., fulfilment of RRM/ RLM/BFD relaxation conditions) can be reported to the network via UAI message. When sending RRC messages, it takes more than 10ms considering the processing delay. Therefore, UAI is not suitable for time critical report like model inference. Considering latency and message size, it can be suitable for model monitoring.
However, it should be considered which condition will trigger the report for model monitoring. For example, simply, an L1 indication that contains the L1 measurement results from a lower layer can trigger a report. Alternatively, the RRM-like reports can be triggered. However, in the latter case, the UAI configuration requires as much measurement configuration as the RRM. This configuration can be redundant and cumbersome. Therefore, the UAI procedure can be extended for model monitoring when measurement results are delivered according to simple conditions.
Observation 4. Considering latency and message size, UAI can be used for model monitoring. However, it should be considered which condition will trigger the report for model monitoring.
Proposal 7. UAI procedure can be extended for model monitoring when measurement results are delivered with simple conditions. FFS how to configure/report model monitoring information 
In the case of RRM, L3 measurement results can be reported periodic or event-triggered according to measurement configurations, and beam measurement results can be included in the report. Considering latency and message size, RRM can be used for model monitoring. As mentioned above, since the RRC message takes more than 10ms to transmit the beam measurement result considering the processing delay, RRM is not suitable for model inference.
[bookmark: _Hlk126775832]RRM is the simplest extensible procedure if RRC is involved in beam measurement configuration and report. Additional consideration is needed for how to separately set the measurement beam for model monitoring and how to separate report condition for model monitoring is required.
Observation 5. Considering latency and message size, RRM can be used for model monitoring. RRM is the simplest extensible procedure if RRC is involved in beam measurement configuration and report.
Proposal 8. RRM procedure can be extended for model monitoring. FFS how to separately set the measurement beam for model monitoring and how to separate report condition for model monitoring 
Lastly, in the case of CSI reporting, L1 measurement results can be delivered in periodic/aperiodic/semi-persistent methods according to configuration. It can be used for model inference taking latency and message size into account. According to the RAN1 agreement, enhancement in L1 reporting by extending the amount of measurement results is being discussed. RAN2 impact related to enhanced CSI reporting is dependent on the RAN1 input. Therefore, it is needed to wait for input from RAN1 about CSI reporting.
Proposal 9. CSI reporting extension is RAN1 scope. Wait RAN1 input to consider RAN2 impact.
3. Conclusion
[bookmark: OLE_LINK5]Observation 1. The use of the UP-based solution can require a new AI/ML network entity to process UP data. Compared to model transfer/delivery, frequent reports for data collection may be required especially for model inference and monitoring. However, since the gNB can comprehend the beam measurement results, inter-node signalling between gNB and AI/ML entity will be inevitable. As a result, inter-node signalling can be increasing.
Proposal 1. For beam prediction, we propose to study data collection requirements and existing procedure analysis based on CP-based solutions.
Proposal 2. For data collection of model training (non-real time), the measurement result measured in the RRC connection state is not time-critical and is not limited by the data size
Proposal 3. For data collection of model training (real time), RAN1 input is needed to know the detailed requirements, e.g., how often report, how much data size
Proposal 4. For data collection of model inference, the measurement results measured in the RRC connected state are transmitted time critically and can have a relatively small data size compared to training or monitoring
Proposal 5. For data collection of model monitoring, the measurement results measured in RRC connected state is less critical and have a relatively large data size compared to model inference.
Observation 2. Since Logged MDT can take a long time to perform measurement and report, it can be suitable to non-time critical data collection. In addition, a framework already exists for transmitting collected measurement results. Considering this, it may be suitable for data collection of model training.
Observation 3. There are many things to consider in order to use logged MDT for the purpose of model training:
· Whether Inter node signalling between TCE-AI/ML entities is needed
· Specific beam measurement settings and reports considering connected state
· When/How to report the logged measurement results (for training) in connected state
· When releasing the logged measurement configuration/results (for training)
Proposal 6. To study new procedure for model training. Do not consider extending the logged MDT method for model training.
Observation 4. Considering latency and message size, UAI can be used for model monitoring. However, it should be considered which condition will trigger the report for model monitoring.
Proposal 7. UAI procedure can be extended for model monitoring when measurement results are delivered with simple conditions. FFS how to configure/report model monitoring information 
Observation 5. Considering latency and message size, RRM can be used for model monitoring. RRM is the simplest extensible procedure if RRC is involved in beam measurement configuration and report.
Proposal 8. RRM procedure can be extended for model monitoring. FFS how to separately set the measurement beam for model monitoring and how to separate report condition for model monitoring 
Proposal 9. CSI reporting extension is RAN1 scope. Wait RAN1 input to consider RAN2 impact.
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