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1	Introduction
The agreed Rel-18 QoE WI (RP-213594) defines the following objective:
· Left-over features from Rel-17, as well as the enhancements of existing features which are not included in Rel-17 normative phase, should be discussed in Rel-18[RAN3, RAN2].

RAN2#119bis-e conducted email discussion [AT119bis-e][204][QoE] Summary of Rel-17 leftovers for QoE (China Telecom), summarized in R2-2210813, which discussed Rel-17 leftover topics relevance for Rel-18 enhancements.
In this contribution we elaborate on the Rel-17 leftover topics in context of the required RAN2 enhancements and potential specification changes.
2	Discussion
2.1	Status on QoE Rel-17 leftovers
The RAN2#119bis-e email discussion (R2-2210813) set a direction for Rel-17 leftovers scope, agreeing that two main features remain to be worked out as Rel-18 QoE enhancements:
1) RAN visible QoE:
a. Addition of QoS flow ID to the RAN visible QoE configuration. 
b. Definition of RAN visible QoE value: RAN2 needs to wait for the progress of RAN3 on RVQoE value.
c. Event-based RAN visible QoE: RAN2 can discuss event-based RVQoE, including possible options, benefits, spec impacts, and complexities based on company contributions.
2) RAN overload handling:
a. RAN2 to postpone the discussion of the QoE reporting enhancement for overload scenario to the next meeting (based on the progress of RAN3).  
b. FFS on whether to send the priority information 1) UE and gNB or 2) only to gNB. 
c. To wait for RAN3 decision on granularity of priority. 
Observation 1: The identified Rel-17 leftovers concerned RAN visible QoE and RAN overload handling.
2.2	RAN visible QoE enhancements
For RAN visible QoE, we note that the addition of QoS flow ID to the QoE configuration was guided according to the received LS in R2-2211166 and agreed in the running 38.300 CR (R2-2213053). Definition of RAN visible QoE value is under discussion in RAN3, with a conclusion that it requires SA4 input. Thus, the remaining RAN2 scope for RAN-visible QoE concerns Event-based RAN visible QoE. 
Observation 2: RAN2 scope for RAN-visible QoE concerns evaluation of a gain vs complexity for event-based RAN visible QoE.
RAN visible QoE measurements have been introduced in Rel-17, as a subset of container-based QoE configuration and reporting from the UE, for the use by gNB, for network optimization purposes. 
The gNB can configure two types of the RAN visible QoE metrics:
RAN-VisibleParameters-r17 ::=        SEQUENCE {
    ran-VisiblePeriodicity-r17           ENUMERATED {ms120, ms240, ms480, ms640, ms1024}                            OPTIONAL, -- Need S
    numberOfBufferLevelEntries-r17       INTEGER (1..8)                                                             OPTIONAL, -- Need R
    reportPlayoutDelayForMediaStartup-r17 BOOLEAN                                                                   OPTIONAL, -- Need M
    ...
}
For the two metrics, RAN3#118 decided on threshold-based triggers:
· Introduce buffer level as a threshold-based trigger for RVQoE reporting.
· Do not introduce the threshold-based trigger for reporting playout delay for media startup.
One of the motivations to introduce the threshold-based trigger has been to apply certain filtering-out to RAN visible QoE metrics and mitigate impacts to the signalling overhead in the air interface. In our understanding, event-based reporting would target the same gain. Thus, it becomes unclear why two mechanisms for filtering RAN visible data would be needed. At the same time, metrics of RAN visible QoE is from the OAM or the Core Network. Therefore, any “event” definition for metrics trigger would impose further impacts to the network interfaces and UE implementation.
Furthermore, we note that according to Rel-17 RAN visible QoE is supported in RRC_CONNECTED UE state, which implies the gNB is in a full control to maintain and decide when the QoE configuration can be initiated, modified (e.g. change of periodicity) or released. It also can control RAN visible reporting periodicity in UE AS layer to avoid too many RV QoE reporting data to network.    
Observation 3: RAN is able to control QoE configurations (e.g., change of periodicity) to achieve sufficient filtering of the RAN visible QoE results. 
Based on the observation, we believe there is no strong motivation to define radio or UE specific event-based RAN visible QoE:
Proposal 1: Event-based triggers for RAN visible QoE are not supported in Rel- 18.
Proposal 2: To achieve controlling of RV-QOE report in air interface RAN2 can further investigate to control RAN Visible reporting periodicity in UE AS layer.
2.3	QoE measurement handling at RAN overload
For RAN overload handling, we note there is parallel discussion ongoing in RAN3, with the RAN3#118 agreement to have a discussion on:
· Assistance information for handling of QoE reporting upon RAN overload.

RAN2 noted the need to wait for RAN3 progress, though there is a potential to involve UE in handling the ‘priority information’ of the QoE configurations. This results from the Rel-17 QoE framework, in which one UE can be configured to multiple simultaneous QoE measurements and to do multiple QoE sessions reporting. Such approach means that multiple QoE measurements (for different services) will be configured in one cell. It may be not desirable to stop/pause all configured QoE measurement and reporting simultaneously to relief overload situation. Operator may expect to maintain some configured QoE measurement reporting in such as middle-level overload situation and consider some of the QoE measurements more important than others.
In this context, we note that it is important to understand the desirable network capabilities. I.e., whether RAN node in the overload situation should:
· have a capability to control the configured QoE measurement reporting stop/pause in one cell one by one, 
· know the QoE measurements (services) importance (e.g., to release/pause the QoE reporting with low priority first)
· have a capability to resume configured QoE measurement reporting according to importance when the overload situation is recovered.
· even have a capability to apply a longer QoE reporting period in the UE AS layer for QoE reporting with high priority in case all QoE reporting with low priority have been paused.
Any further maintenance of the RAN overload situation within one cell, would require a determination on which QoE configuration/reporting has greater importance or how much it can relief the overload situation. The respective priorities of a QoE measurement are neither received from OAM, nor visible to gNB, thus they would have to be also based on overload RAN situation. 

Observation 4: The UE cannot have a clear view on which QoE configuration/reporting has greater importance in RAN overload.

In the simplest approach, if the network is heavily overloaded, it makes sense to allow RAN to release the reporting for all the QoE configurations. However, RAN-initiated QoE release can result in pending QoE configuration at the Core Network, where the QoE configuration originates from. There is no information about potentially non-acknowledged QoE configuration release. 
The alternate way to deal with RAN overload, i.e.: disabling the QoE reporting by the QoE Pause can achieve a temporary suspension of the QoE reporting, with conformance to original Core Network configuration, but handling of the buffered data resides in UE Access Stratum only (no information to the Application Layer about the situation). With this approach the UE maintains the paused reports until its reserved memory for QoE reports storage allows. Otherwise, application layer reporting incoming beyond the buffer size can be discarded.
Observation 5: In case of RAN overload, the released QoE configuration and temporarily paused QoE reporting may have an adverse effect on QoE management and outcome.
Furthermore, the RRC Release or SRB4 release will imply hard stop of any QoE measurements reporting. While the Rel-17 remedy - QoE Pause mechanism has agreed to enable temporary suspension, it is user-centric solution disabling QoE reporting for some time for selected user.
Observation 6: In case of RAN overload, QoE Pause mechanism enables pausing all the QoE reports simultaneously.
Hence, to achieve pausing of different QoE measurements configurations, we see an enhanced network management strategy may be needed. In that case the RAN node should have an additional capability to know the QoE measurements (services) importance, which remains in RAN3 realm:

Proposal 3: An enhanced QoE handling in RAN overload scenario can be considered only after RAN3 input.
3	Conclusion
This document has made the following observations:
Observation 1: The identified Rel-17 leftovers concerned RAN visible QoE and RAN overload handling.
Observation 2: RAN2 scope for RAN-visible QoE concerns evaluation of a gain vs complexity for event-based RAN visible QoE.
Observation 3: RAN is able to control QoE configurations (e.g., change of periodicity) to achieve sufficient filtering of the RAN visible QoE results. 
Observation 4: The UE cannot have a clear view on which QoE configuration/reporting has greater importance in RAN overload.
Observation 5: In case of RAN overload, the released QoE configuration and temporarily paused QoE reporting may have an adverse effect on QoE management and outcome.
Observation 6: In case of RAN overload, QoE Pause mechanism enables pausing all the QoE reports simultaneously.
And proposed the following:
Proposal 1: Event-based triggers for RAN visible QoE are not supported in Rel- 18.
Proposal 2: To achieve controlling of RV-QOE report in air interface RAN2 can further investigate to control RAN Visible reporting periodicity in UE AS layer.
Proposal 3: An enhanced QoE handling in RAN overload scenario can be considered only after RAN3 input.

