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Introduction
At RAN#94-e meeting, a new SID on AI/ML for air-interface was approved for Rel-18 [1], and then the latest SID [2] was approved at RAN#96 meeting.
In the SID [2], three use cases are listed:
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels



As in our contribution [6] for the general aspects on data collection, training and inference, we consider RAN2 impacts vary for different use cases, so this paper is to provide initial considerations on RAN2 impacts for the use cases, based on the latest RAN1 progress.
Discussion
Discussion on sub use case
According to the latest SID at RAN#98e meeting (see RP-230052), the representative sub-cases for RAN1 AI are confirmed as below: 
1-	CSI feedback enhancement
•	Spatial-frequency domain CSI compression using two-sided AI model
•	Time domain CSI prediction using UE-sided model
2-	Beam Management (BM) enhancement
•	Spatial-domain DL beam prediction, with one-sided AI model (i.e., either in UE or NW)
•	Temporal DL beam prediction, with one-sided AI model (i.e., either in UE or NW)
3-	Positioning accuracy enhancement
•	Direct AI/ML positioning
	Note: this refers to the fact that the AI/ML model is directly producing the UE location as output
•	Assisted AI/ML positioning
	Note: this refers to the fact that the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods (e.g., triangulation).
•	For the above 2 points (i.e., direct/assisted AI/ML positioning), RAN1 have captured the following (sub)cases:
-	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning
Since the discussion of representative sub-cases are already endorsed according to RAN1, RAN2 can consider these sub use-cases when discussing potential RAN2 impacts. Therefore, the following proposal is made:
Proposal 1: RAN2 can take the following sub use cases into account when discussing RAN2 impacts:
1. For CSI feedback enhancement use case:
•	Spatial-frequency domain CSI compression
•	Time domain CSI prediction
2. For beam management (BM) enhancement use case:
•	BM Case1: Spatial-domain DL beam prediction
•	BM Case2: Temporal DL beam prediction
3. For positioning accuracy enhancement use case:
•	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
•	Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
•	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
•	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
•	Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning

AI/ML based CSI feedback enhancement
How to meet some requirements for two-sided CSI use case(s)
At RAN2#120, the following agreements were made:
	RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g. 
1. Ensuring UE and gNB side models are configured / applied based on their applicable configurations / scenarios. 
2. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB
3. Achieving simultaneous (de)activation and switching of the two-sided model



For all above bullets, we think they are related to how model operations how. In our paper [6], we provide some analysis on model operations in section 2.2.4. Firstly, we prefer to consider NW-decided approach, and we can check the motivation/benefits of UE-decided approach. Secondly, we have couple of proposals on details in [6].
For the 1st bullet, we think that for NW-decided approach, the network should be responsible for applying UE/gNB-sided models based on appropriate configurations and scenarios. Details on model operations can be discussed, e.g. under general agenda.
For the 2nd bullet, we think at least an identifier is needed. In our paper [6], we have some views:
· Model/functionality identification may have impacts to some LCM aspects
· For NW-decided approach for model operations, the configuration includes at least model ID or functionality ID
For the 3rd bullet, we think that for NW-decided approach, there may be some delays between when the UE receives indications (for model operations purpose) and when the UE actually applies the model. And such discussions may be in RAN4 scope.
So we have the following observation:
Observation 1: For two-sided model for the sub use case spatial-frequency domain CSI compression, if NW-decided approach for model operations (e.g. model selection/switching/activation/deactivation) is considered:
· The network is responsible for applying the model based on applicable configurations/scenarios, and at least an identifier of a model (model/functionality ID) can be used to align the models between UE and gNB sides
· For how to achieve simultaneous (de)activation and switching of the two-sided model, there may be some delays between when the UE receives indications (for model operations purpose) and when the UE actually applies the model, and such discussions may be in RAN4 scope

RAN2 impacts for data collection
As for the data collection, for general aspects of AI/ML frameworks in RAN1#110-bie-e meeting, it’s agreed that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact. Moreover, for CSI compression using two-sided model use case, it’s agreed in RAN1#110 meeting that further discussion for data collection regarding: 1) assistance signalling for UE’s/gNB’s data collection, and 2) delivery of the datasets, etc. The relevant agreements are listed in the Annex.
The long email discussion on data collection aspects for the SI on “AI/ML for NR Air Interface” has been going on [7]. The intention of this email discussion is to touch upon data collection for model training and monitoring. It’s understood that the on-going study on data collection in RAN1 includes at least: 1) the assistance signalling from gNB/UE to UE/gNB, and 2) the delivery of dataset from UE/gNB to gNB/UE. Companies suggested that, besides confirming the RAN2 scope for data collection, we should also study/understand the requirements of data collection and evaluate the current data collection method, and further study new frameworks/methods if need. As for the requirements of data collection for RAN2 to design solutions, the Rapporteur suggests the following 4 main aspects to consider:
a) The content of the data
b) The data size (e.g., for model training)
c) Latency, periodicity, or “efficiency”
d) Configuration-related requirements
RAN2 can focus on these high-level bullets to start studying on the requirements of data collection, and how to interpret each of these bullets should be based on further RAN1 inputs/progress.
Additionally, the data collection methods are also discussed in the email thread. As starting points to be considered for data collection in this SI, the following frameworks are discussed as the potential candidates:
· SON/MDT,
· UE assistance information (defined in RRC-spec.),
· [early idle/inactive measurements, suggested to be FFS],
· RRC measurement reports,
· CSI reporting framework.
· LPP Provide location information
For CSI feedback, the relevant frameworks are SON/MDT, RRC measurement reports, and CSI reporting framework.
In our understanding, RAN2 can inform RAN1 about the current/existing framework considered for each use case and ask for feedback to assist RAN1 progress on data collection solution.
In our companion contribution R1-2208430, data collection for the ground-truth CSI at the Network side is discussed to support AI/ML model training/updating/monitoring at the Network side. Several options are given as follows.
Option 1: Use the ground-truth CSI from simulation platform or test field.
Option 2: Use the ground-truth CSI of realistic UL channels measured by network.
Option 3: Use the ground-truth CSI of realistic DL channels measured by UE and reported to network.

According to the discussion in R1-2208430, Option 1 may not adapt well to the diverse and varying realistic scenarios. For Option 2, it may not adapt well either, because the ground-truth CSI is better to be the exact measured DL CSI instead of being acquired from UL measurement. Therefore, Option 3 would be a more suitable choice since it can make use of the realistic data samples to better adapt to the realistic scenarios due to the ground-truth CSI reported from UE to Network. As observed in R1-2208430 with overhead analysis, the overhead of data collection and reporting for ground-truth CSI may not be a big issue over the air interface. Moreover, to enable both UE-side and NW-side data collection, signalling to enable the UE measurement to obtain the ground-truth CSI tags and reporting it from UE to NW, signalling to trigger the collection event, and/or signalling to configure the period of collection are needed. Additionally, besides the enhancement of CSI-RS for DL, the enhancement of SRS for UL can also be considered to get the dataset. Therefore, the following proposal is made.
Proposal 2: For the sub use case spatial-frequency domain CSI compression, RAN2 to study reporting ground-truth CSI from UE to Network via air interface for the model training/updating/monitoring, including at least:
· CSI-RS/SRS enhancement for DL/UL channel measurement
· Signalling for triggering/configuring the data collection procedure

RAN2 impacts for model training collaboration type
For AI/ML model training using two-sided model in CSI compression use case, the following AI/ML model training collaborations are agreed to be further studied during the RAN#110 meeting:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

In RAN1#111 meeting, the following conclusion had been achieved:
	Conclusion:
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.



Since the training collaboration Type2 for CSI compression use case is deprioritized in R18 SI according to RAN1, then RAN2 can deprioritized the study of specification impact of Type2 in R18 SI, too. However, it should be clarified that whether deprioritizing Type2 means Type2 is to be offline development w/o air-interface signalling, and if the implementation manner of Type2 is out of the scope of RAN. For Type2, the overhead and complex Uu design to support real-time interaction of FP/BP iterations is challenging. In our opinion, the multi-vendor development of Type 2 with real-time gradients exchange means all involved vendors need to align the timing for AI/ML model development, which is almost infeasible from engineering perspective. Based on the above discussion, we make the following observation:
Observation 2: For collaboration type in two-sided model for the sub use case spatial-frequency domain CSI compression, RAN1 has decided to prioritize type 1 and 3.

For Type1, the two-sided model is joint-trained either at network side or at UE side. Type1 may has following two kinds of procedures:
· Joint training at Network side: model (both CSI generation part and CSI reconstruction part) is trained at Network side, and when the training is completed, Network delivers the trained CSI generation part to UE.
· Joint training at UE side: model (both CSI generation part and CSI reconstruction part) is trained at UE side, and when the training is completed, UE delivers the trained CSI reconstruction part to Network.
Consequently, model transfer/delivery is needed after the training completes, which raises the concern for compatibility issue between NW and UE, and AI/ML model MRF issue. For the joint training at Network side, Network vendor can flexibly perform cell/scenario specific model training based on specific network planning and site types, thus it is more realistic for Network to train AI/ML models that best match the cell environment. Therefore, joint training at Network side could achieve the optimal network performance. For the joint training at UE side, gNB has to store multiple models trained by different UE vendors, since it has to serve multiple UEs from different UE vendors in on cell. Besides, dataset collected by UE vendors may not match the specific cell environment of the Network vendor/MNO, so that the model would not be the optimal. For data collection part of Type1, the dataset for model training/inference/monitoring could be obtained by enhanced CSI-RS/SRS channel measurements (e.g., UE obtain the ground-truth CSI tags by measurement and report it from UE to NW), as discussed in previous section.
For Type3, it has the advantages of keeping model proprietary and avoiding compatibility and MRF issues. Type3 may has two kinds of procedures:
· NW-first training: the sequential training starting with Network side training: Network trains a two-sided AI/ML model (both CSI generation and reconstruction part, with dataset#1 of original CSI), and shares the dataset#2 including the input and output of the NW-side CSI generation part, then UE trains a UE-side CSI generation part based on dataset#2.
· UE-first training: the sequential training starting with UE side training (symmetric to the NW-first training): UE trains a two-sided AI/ML model and shares the dataset#2’ including the input and output of the UE-side CSI reconstruction part, then Network trains a Network side CSI reconstruction part based on dataset#2’.
As a separate training, Type3 works with collaboration level y since model transfer is not required, and consequently avoids hardware/software compatibility issue and MRF issues. The Network can maintain a unified CSI reconstruction part over multiple UEs. Furthermore, model proprietary can be guaranteed as joint development between Network vendor and UE vendor is not needed. These are the main pros for Type3.
For Type3, the cons includes:
· Performance may be not optimal
· Dataset sharing to the opposite side is needed
For performance, according to our companion contribution (see R1-2210885), the evaluation results have shown that there is only minor margin (<0.5%) between the performance of the separate training and the performance of the joint training, even when the UE-side CSI generation part has a different structure with the Network side CSI generation part. And this is still under discussion in RAN1.
For dataset sharing of Type3, the potential specification impact is the training datasets delivery via air-interface. To train a better model, dataset with higher resolution is needed, which leads to the overhead issue. According to our companion contribution in R1-2210885, the overhead of training dataset can be reduced significantly by using some quantization methods such as Rel-16 TypeII-like codebook generation method with larger than legacy parameters to achieve higher resolution. Hence, the overhead of training dataset over air-interface may not be a problem. For the RAN2 specification impact discussion, the signalling and procedure for dataset delivery and configuration for dataset alignment (e.g., size/format/type(s)) can be further studied in RAN2.
The pros and cons of aforementioned training types are summarized in the following Table . 
[bookmark: _Ref110639468]Table 1 Brief comparison of the training types for two-sided model (source: R1-2210886)
	Training type
	Pros
	Cons

	Type 1
	NW-sided
	· Optimal network performance
· Dynamic model updating
· Network can maintain a unified model over multiple UEs
	· Compatibility issue on hardware/software at UE 
· AI/ML model representative format (MRF) needs more 3gpp efforts 
· How to protect model proprietary is not clear

	
	UE-sided
	· UE can maintain a unified model for multiple Network vendors
	· Dataset for training at UE may not match the network channel characteristics
· Compatibility issue on hardware/software at Network 
· Network may need to maintain/infer UE-specific models 
· AI/ML model MRF needs more 3gpp efforts 
· How to protect model proprietary is not clear

	Type 3
	· Avoid hardware or software compatibility issue 
· Avoid MRF issue 
· Model proprietary can be guaranteed 
· Avoid joint development between Multi-Network vendor and Multi-UE vendor
	· Performance may be not optimal
· Dataset sharing to the opposite side is needed



Therefore, based on the discussion above, the following observation and proposal are made:
Observation 3: For two-sided model for the sub use case spatial-frequency domain CSI compression:
· For type 1, some cons are to be discussed in RAN1, such as compatibility/MRF/model proprietary issues. Model transfer/delivery part is under email discussion [Post120][053][AIML18] model transfer delivery (Huawei);
· For type 3, performance part is to be discussed in RAN1.

Proposal 3: RAN2 to study RAN2 impacts for the following training types for two-sided model for the sub use case spatial-frequency domain CSI compression:
· For Type 1, AI/ML model transfer/delivery (e.g. structure, parameters, etc.) 
· For Type 3, signalling/procedure for dataset delivery and configuration (size/format/types) for dataset

Other aspects
For quantization method for two-sided CSI compression based on AI/ML model, it’s agreed to further study potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB during the RAN#110bis-e meeting.
There are some different quantization methods for AI/ML-based CSI compression, such as scalar quantization and vector quantization, thus the alignment of the quantization/dequantization method is needed between network and UE. Take vector quantization for an example, it’s difficult to specify a fixed dictionary, but still the network can send the quantization dictionary to the UE. Thus, potential RAN2 impact for delivery of dictionary can be studied.
As for the discussion above in previous sections for data collection, the basis assumption is that model training is conducted in the RAN entities, e.g. gNB. Hence, the dataset can be from gNB itself or collected from UE via air-interface, indicating that the data collection loop is closed within RAN. However, in on-going long email discussion on model transfer/delivery ( [Post120][053][AIML18] model transfer delivery (Huawei) ), one of the CP-based solution says that CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling, and the applicable use cases are CSI feedback enhancement and Beam management. This option implies the AI model could be trained by CN node. In that case, the data collection (e.g., L1/L3 RAN measurements) for a CN node to train models is challenging, such as the exposure of RAN measurements to CN, latency, whether/how to resume the AI model transfer/delivery if radio link problems arises, etc. Therefore, the following observation is made:
Observation 4: For CSI feedback enhancement use cases, for some solutions for model transfer/delivery, CN/OAM may need to collect data from UE/gNB, and it brings some challenges.

Summary on potential standard impacts
In summary, AI/ML-based CSI feedback compression may introduce the following RAN2 impacts:
· Signalling of data collection dataset delivery, potential model transfer (Type1 training), and alignment configuration of both side models.
· Enhancement for existing measurements, mainly on CSI-RS enhancement for channel measurement.

Observation 5: For two-sided model for the sub use case spatial-frequency domain CSI compression, potential RAN2 impacts include:
· Signalling of data collection dataset delivery, potential model transfer (Type1 training), and alignment configuration of both side models.
· Enhancement for existing measurements, mainly on CSI-RS enhancement for channel measurement.

AI/ML based Beam management
RAN2 impacts for data collection
The impacts for data collection mainly come from the reporting of beam measurements. For the AI input in Case 1, the following alternatives are proposed in RAN1#109-e meeting and still wait for FFS:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID

In our consideration, Alt.1 is the straightforward one to use. Many companies have demonstrated the favourable performance of Alt.1 according to simulations.
Besides, Alt.1 is easily to be applied in current measurement mechanism of RAN2 specification, while potential enhancements for promoting accuracy and increasing reporting beam numbers can be considered.
For Alt.2, the necessary information, which may include UE information and Tx/Rx beam shape information, is implementation dependent and could involve privacy issue. Thus, Alt.2 should be kept FFS until normative study.
Alt.3 is less discussed during RAN1 meetings and should be regarded with low priority in both RAN1 and RAN2.
Comparing to Alt.1, Alt.4 can provide Tx/Rx beam ID as additional input to the AI model. However, this brings extra signalling costs. For example, if the Set B beam pattern changes, the related information needs to be exchanged over air interface, to prevent wrong beam ID interpretation.
Overall, RAN2 should prioritize the discussion on the potential enhancements for promoting accuracy and increasing reporting beam numbers, while the discussion of beam IDs can wait for more RAN1 progress.
Proposal 4: RAN2 to study potential enhancements for promoting accuracy and increasing reporting beam numbers.

As for the discussion above for data collection, the basis assumption is that model training is conducted in the RAN entities, e.g. gNB. Hence, the dataset can be from gNB itself or collected from UE via air-interface, indicating that the data collection loop is closed within RAN. However, in on-going long email discussion on model transfer/delivery ( [Post120][053][AIML18] model transfer delivery (Huawei) ), one of the CP-based solution says that CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling, and the applicable use cases are CSI feedback enhancement and Beam management. This option implies the AI model could be trained by CN node. In that case, the data collection (e.g., L1/L3 RAN measurements) for a CN node to train models is challenging, such as the exposure of RAN measurements to CN, latency, whether/how to resume the AI model transfer/delivery if radio link problems arises, etc. Therefore, the following observation is made:
Observation 6: For beam management enhancement, for some solutions for model transfer/delivery, CN/OAM may need to collect data from UE/gNB, and it brings some challenges.

RAN2 impacts for model inference
For the model inference deployments, both Case 1/2 are proposed to support the follow alternatives.
	Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at Network side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at Network side
· Alt.2: AI/ML inference at UE side


In Alt.1, UE only needs to perform measurements of beams in Set B and report the results, while the AI related functions are implemented by NW side. This alternative can be applied in the current RRM measurement mechanism. For Alt.2, the UE needs to be always aligned with NW side about pattern of Set B, to facilitate the measurement on beams on Set B. If the UE autonomously holds different Set B, the NW side will be confused when performing beam-forming. Overall, Alt.1 is the suitable one. The necessary information for model inference is similar to model training.
Proposal 5: RAN2 to study AI/ML model inference at NW side, and consider the impacts of introducing  necessary information.

Summary on potential standard impacts
In summary, AI/ML-based Beam management may introduce the following RAN2 impacts:
· Enhancement for existing measurements, mainly on increasing measured beam numbers and enhancing accuracy.
· Additional necessary information exchange over air interface, including beam IDs, Tx/Rx beam pattern/shape, UE position/direction/orientation, etc.
· Set B beam pattern information exchange over air interface.

Observation 7: For AI/ML-based Beam management, potential RAN2 impacts include:
· Enhancement for existing measurements, mainly on increasing measured beam numbers and enhancing accuracy
· Additional necessary information exchange over air interface, including beam IDs, Tx/Rx beam pattern/shape, UE position/direction/orientation, etc
· Set B beam pattern information exchange over air interface

AI/ML based Positioning accuracy enhancement
RAN2 impacts for data collection
As for the data collection for AI/ML based positioning, it’s agreed in RAN1#110bis-e meeting that, for each of the agreed cases (Case1 to Case3b):
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Study potential signalling and procedure to enable data collection (e.g. assistance signalling indicating reference signal configuration(s) to derive label).
And in RAN1#111 meeting, the further discussion is carried out in terms of: 1) request/report of training data (e.g. ground-truth label and measurements etc.) and 2) assistance signalling and procedures to facilitate generating training data (e.g. reference signal configuration and assistance information for label calculation/generation). 
As for the data collection part for AI-based positioning, RAN2 can study the potential specification impact on the signalling/procedures for request/report of label and/or other training data, as well as reference signal configurations and delivery of dataset.

Observation 8: For positioning accuracy enhancement use cases, RAN1 has made some progress on data collection, which could be the input for RAN2 to study potential specification impact (e.g. signalling/procedures for request/report of label and/or other training data, reference signal configurations and delivery of dataset).

For the Case1, as shown in Figure 1, the UE needs to collect the feedback of channel measurements (e.g. CIR, CFR or PDP) and ground-truth labels obtained with PRUs from network side. And the inference directly happens at the UE itself with low latency. As for the direct AI/ML positioning, UE collects channel measurements and UE coordinates. As for the AI/ML assisted positioning, UE collects channel measurements and LOS/NLOS state information. 
	[image: ]


Figure 1 UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

For the Case 2a, as shown in Figure 2 (a), the UE needs to collect channel measurements and LOS/NLOS state information (ground-truth labels) obtained with PRU from network side for the UE-side model training, and the AI/ML inference results would be the intermediate results for AI/ML assisted positioning. Then the UE needs to report these intermediate results to the LMF for the final positioning. For the Case 2b, as shown in Figure 2 (b), the LMF collects the channel measurements and UE coordinates from PRU to train the model. And in the inference phase, LMF collects the PRS measurement results from UE for the model and output the direct positioning result.
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	1. Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	1. Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning


Figure 2 AI/ML-based positioning procedures with UE-assisted/LMF-based mode

For the Case 3a, as shown in Figure 3 (a), the NG-RAN node needs to collect the SRS measurement result (obtained within NG-RAN node it-self, e.g. PDP) and corresponding training labels (LOS/NLOS state information) from PRU. And the gNB would output intermediate results for AI/ML assisted positioning during the inference phase. Then gNB reports the intermediate results to the LMF for final positioning. As for the Case 3b, as shown in Figure 3 (b), with LMF-side model, the LMF collects the SRS measurement results from gNBs and the ground-truth labels (e.g. UE coordinates) from PRU to train the AI/ML model. During the inference phase, the LMF collects the SRS measurements and output the direct positioning result.
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	1. Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
	1. Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Figure 3 AI/ML-based positioning procedures with NG-RAN node assisted mode
As discussed above, for each of the agreed cases (Case 1 to Case 3b), positioning reference units (PRUs) with known locations, which have already been discussed in Rel-17 to support the mitigation of timing errors, can be utilized to collect the ground-truth labels (e.g. LOS/NLOS tags or UE coordinates, etc.). Additionally, data collection also involves the measurement results collecting. If UE-based or UE-assisted positioning method is used, the measurement results can also be obtained by PRUs. If NG-RAN node assisted positioning method is used, the measurement results are reported by TRP to LMF. According to the latest agreement for other aspects of AI/ML-based positioning in RAN1#111 meeting, for direct AI/ML positioning, the ground-truth label is UE location, which could be generated by PRU, UE or LMF. And for AI/ML assisted positioning, the ground-truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output, which could be generated by PRU, UE or Network entity. Therefore, the following observation is made.
Observation 9: For AI/ML-based positioning accuracy enhancement, regarding the data collection for AI model training:
The ground-truth labels can be generated by: 
· PRU, UE or LMF for direct AI/ML positioning
· PRU, UE or Network entity for AI/ML assisted positioning
And the measurement results could be obtained by following options of entity:
· PRUs/UEs if UE-based or UE-assisted positioning method is used
· TRP if NG-RAN node assisted positioning method is used
Note: A PRU is understood as a UE for which the position and state is known to the NW.

As for the data collection of model inference phase, the input of AI model inference will be based on UE reporting of the measurement results if direct AI/ML positioning is used for UE-assisted positioning method. The input will be based on the measurement results at UE side when UE-base positioning method is used for both direct AI/ML positioning and AI/ML assisted positioning. As for the NG-RAN assisted positioning, the TRP will collect and/or report the measurement results. RAN2 can study the signaling/mechanism enhancement for the reporting of new measurement type if needed.

Other aspects
In RAN1#111 meeting, the following agreement has been achieved.
	Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.



With AI/ML-based positioning with one-sided model whose inference is performed entirely at UE/NW already being prioritized in Rel-18 SI, to avoid unnecessary complications at this stage (e.g., model delivery overhead and MRF issue across platforms due to model exchange), we should only discuss the cases when model training/updating/inference are performed at the same node/side.
As observed, it would be more convenient and easier to collect sufficient training inputs at the gNB and LMF rather than doing it at the UE, since the Network side is more efficient to collect substantial labels for training from all PRUs in the cell. 
The potential specification impact for one-side AI/ML-based positioning may include: channel measurements (e.g., CIR or CFR) reported from gNB or UE to LMF, which may have RAN3 or upper layer impacts. As for the Network-side model, if the existing UE measurement and reporting is used, then the corresponding AI operations at network side can be transparent to UE. The following observations are made:
Observation 10: For AI/ML-based positioning accuracy enhancement, the Network-sided model is preferred to implement in term of training data collection.
Observation 11: For AI/ML-based positioning accuracy enhancement, it is observed that model training/updating/inference performed at the same node/side can avoid unnecessary complications.

Summary on potential standard impacts
In summary, RAN2 impacts for AI/ML-based Positioning are not clear for the time being, there may be potential RAN3 impacts (e.g. channel measurements reported from gNB to LMF), pending on which node is in the one-sided AI/ML operation mode.
Observation 12: For AI/ML-based Positioning, RAN2 impacts are not clear for now. For one-sided AI/ML-based positioning accuracy enhancements, there may be potential RAN3 impacts (e.g. channel measurements reported from gNB to LMF), pending on which node is in the one-sided AI/ML operation mode.

Conclusion
In this paper, we discuss use case specific aspects, and we have the following observations and proposals:
For representative sub use cases
Proposal 1: RAN2 can take the following sub use cases into account when discussing RAN2 impacts:
1. For CSI feedback enhancement use case:
•	Spatial-frequency domain CSI compression
•	Time domain CSI prediction
2. For beam management (BM) enhancement use case:
•	BM Case1: Spatial-domain DL beam prediction
•	BM Case2: Temporal DL beam prediction
3. For positioning accuracy enhancement use case:
•	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
•	Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
•	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
•	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
•	Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning

For AI/ML based CSI feedback enhancement
Observation 1: For two-sided model for the sub use case spatial-frequency domain CSI compression, if NW-decided approach for model operations (e.g. model selection/switching/activation/deactivation) is considered:
· The network is responsible for applying the model based on applicable configurations/scenarios, and at least an identifier of a model (model/functionality ID) can be used to align the models between UE and gNB sides
· For how to achieve simultaneous (de)activation and switching of the two-sided model, there may be some delays between when the UE receives indications (for model operations purpose) and when the UE actually applies the model, and such discussions may be in RAN4 scope

Proposal 2: For the sub use case spatial-frequency domain CSI compression, RAN2 to study reporting ground-truth CSI from UE to Network via air interface for the model training/updating/monitoring, including at least:
· CSI-RS/SRS enhancement for DL/UL channel measurement
· Signalling for triggering/configuring the data collection procedure

Observation 2: For collaboration type in two-sided model for the sub use case spatial-frequency domain CSI compression, RAN1 has decided to prioritize type 1 and 3.
Observation 3: For two-sided model for the sub use case spatial-frequency domain CSI compression:
· For type 1, some cons are to be discussed in RAN1, such as compatibility/MRF/model proprietary issues. Model transfer/delivery part is under email discussion [Post120][053][AIML18] model transfer delivery (Huawei);
· For type 3, performance part is to be discussed in RAN1.
Proposal 3: RAN2 to study RAN2 impacts for the following training types for two-sided model for the sub use case spatial-frequency domain CSI compression:
· For Type 1, AI/ML model transfer/delivery (e.g. structure, parameters, etc.) 
· For Type 3, signalling/procedure for dataset delivery and configuration (size/format/types) for dataset

Observation 4: For CSI feedback enhancement use cases, for some solutions for model transfer/delivery, CN/OAM may need to collect data from UE/gNB, and it brings some challenges.
Observation 5: For two-sided model for the sub use case spatial-frequency domain CSI compression, potential RAN2 impacts include:
· Signalling of data collection dataset delivery, potential model transfer (Type1 training), and alignment configuration of both side models.
· Enhancement for existing measurements, mainly on CSI-RS enhancement for channel measurement.

For AI/ML based Beam management
Proposal 4: RAN2 to study potential enhancements for promoting accuracy and increasing reporting beam numbers.
Observation 6: For beam management enhancement, for some solutions for model transfer/delivery, CN/OAM may need to collect data from UE/gNB, and it brings some challenges.
Proposal 5: RAN2 to study AI/ML model inference at NW side, and consider the impacts of introducing  necessary information.

Observation 7: For AI/ML-based Beam management, potential RAN2 impacts include:
· Enhancement for existing measurements, mainly on increasing measured beam numbers and enhancing accuracy
· Additional necessary information exchange over air interface, including beam IDs, Tx/Rx beam pattern/shape, UE position/direction/orientation, etc
· Set B beam pattern information exchange over air interface

For AI/ML based Positioning accuracy enhancement
Observation 8: For positioning accuracy enhancement use cases, RAN1 has made some progress on data collection, which could be the input for RAN2 to study potential specification impact (e.g. signalling/procedures for request/report of label and/or other training data, reference signal configurations and delivery of dataset).

Observation 9: For AI/ML-based positioning accuracy enhancement, regarding the data collection for AI model training:
The ground-truth labels can be generated by: 
· PRU, UE or LMF for direct AI/ML positioning
· PRU, UE or Network entity for AI/ML assisted positioning
And the measurement results could be obtained by following options of entity:
· PRUs/UEs if UE-based or UE-assisted positioning method is used
· TRP if NG-RAN node assisted positioning method is used
Note: A PRU is understood as a UE for which the position and state is known to the NW.
Observation 10: For AI/ML-based positioning accuracy enhancement, the Network-sided model is preferred to implement in term of training data collection.
Observation 11: For AI/ML-based positioning accuracy enhancement, it is observed that model training/updating/inference performed at the same node/side can avoid unnecessary complications.

Observation 12: For AI/ML-based Positioning, RAN2 impacts are not clear for now. For one-sided AI/ML-based positioning accuracy enhancements, there may be potential RAN3 impacts (e.g. channel measurements reported from gNB to LMF), pending on which node is in the one-sided AI/ML operation mode.
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Annex
Here we attach the relevant agreements in the previous meeting.
CSI feedback enhancement:
	Conclusion:
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
· FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)



	Agreement:
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  



	Agreement:
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 



	Agreement:
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE




Beam management enhancement:
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.



Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded


Positioning accuracy enhancement:
	Agreement 
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data



The following agreement has been achieved in RAN1#111 meeting:
	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data
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