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Introduction
At the previous RAN2 meetings, the SI AI/ML for air interface was discussed, and some progress has been made, and there are still some FFSes. Detailed RAN2 progress can be found in section 5.
After RAN2#120, there are the following email discussions.
[Post120][053][AIML18] model transfer delivery (Huawei)
[Post120][054][AIML18] Data collection(Ericsson / vivo)

In this paper, we discuss general aspects for AI/ML methods, including some FFSes from the previous RAN2 meetings.
Discussion
Overview on RAN1 progress and potential impacts to RAN2
Detailed RAN1 progress can be found in [1]. The potential impacts to RAN2 is summarized in the table below.
	LCM aspects
	Potential impacts to RAN2

	(1) Data collection
	Configuration and reporting of measurements. As discussed in email discussion [Post120][054], the data requirements may be helpful for RAN2.

	(2) Training
	RAN2 impacts are mainly for data collection.

	(3) Registration
	RAN1#111 made a WA about model identification and functionality identification. In our view, the WA may impact some LCM aspects. For registration, the motivation, applicable use cases and involved entities may need more discussions.

	(4) Model operations
	For model transfer/delivery, email discussion [Post120][054] is discussing it.
For others (model switching/selection/fallback), the procedures may impact RAN2.

	(5) Inference
	RAN2 impacts are mainly for data collection.

	(6) Monitoring
	Configuration of monitoring rules, necessary information (mainly for data collection).

	(7) UE capability
	Requirements (e.g. KPIs) may need more discussions.



Discussion on AI/ML Model operations
Terminologies related to Model operations
The terminologies related to model operations mainly involve two procedures.
(1) The procedure that one side sends model information to the other side. Model transfer/delivery is used to describe this procedure. The difference lays on that model transfer refers to that the model information is transferred in specified way, while the model parameters and structure are 3GPP-specified. Model delivery is more generic, i.e. it refers to the model is delivered via containers and transparently to specification.
(2) The procedure that one side sends indications to the other side about how to operate models. Model operation is used to describe this procedure. Currently, several detail kinds of operations methods are discussed. For example, if NW is controlling the model operation, the NW can indications UE to activate/deactivate specific models, switch applied models based on changing scenarios.

Based on the latest RAN1 progress, we understand (1) is only applicable for two-sided AI/ML model (for CSI feedback compression) needs it, and (2) is applicable for both UE-sided AI/ML model and two-sided AI/ML model.
In this paper, our discussion is based on assumption that the NW side owns the model and controls the model operations.

Proposal 1: RAN2 to study the following categories for the model operations:
(1) for two-sided AI/ML model, NW sends model information to UE, e.g. model transfer/delivery
[bookmark: OLE_LINK3][bookmark: OLE_LINK4](2) for UE-sided/two-sided AI/ML model, NW sends indications to UE to operate model(s), e.g. model activation/deactivation, model selection/switching/fallback, model update/model parameter update

Model transfer/delivery
Based on [2], some proposals are made and they seem agreeable for RAN2 (need to be discussed/decided by RAN2). The following solutions are identified and may be further discussed:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).

In this section, we would like to discuss the following aspects:
· How to solve potential issues of Solution 1a, and then pros/cons analysis
· Some analysis/suggestions on other Solutions
· Impacts to other LCM aspects

Discussions on Solution 1a
As summarized in [2], some issues are listed below:
	Potential issues of Solution 1a: (mainly related to large model size)
· Impacts to existing RRC Segmentation mechanism, e.g. extend the segmentation number. It depends on model size
· Whether to re-use existing SRB or define new SRB. Related to the concern that transmission of the configuration message containing the AI/ML model should not block other high-priority control messages
· How to solve model transfer/delivery continuity during handover
· How to solve signalling transmission interruption in case of failures, e.g. radio link failure



Impacts to existing RRC Segmentation mechanism
The model is transferred via control plane in Uu interface. The radio bearer carrying the models could be SRB2/4 or a new SRB, regarding the transferred data amount. In general, comparing to DRBs, SRBs have higher priorities and can transfer model with less latency. However, if the data amount of the transferred model is much larger than traditional RRC signallings, e.g. ten to hundreds MB, there will be some challenges for Solution 1a.
According to TS 38.331, for each DL RRC message, it can at most be divided into 5 segments and each segment supports at most 9kB data amount, due to the PDCP SDU limitation. Thus, within one RRC message, at most 45kB model data can be included. Meanwhile, the data size of a complete AI model can vary from several to hundreds MBs. 
	[bookmark: _Toc12642591][bookmark: _Toc37231930][bookmark: _Toc46501985][bookmark: _Toc51971333][bookmark: _Toc52551316][bookmark: _Toc115389951]7.10	Segmentation of RRC messages
An RRC message may be segmented in case the size of the encoded RRC message PDU exceeds the maximum PDCP SDU size. Segmentation is performed in the RRC layer using a separate RRC PDU to carry each segment. The receiver reassembles the segments to form the complete RRC message. All segments of an RRC message are transmitted before sending another RRC message. Segmentation is supported in both uplink and downlink as specified in TS 38.331 [12].



A straightforward solution would be extending the number limitation of the segments while this will introduce another issue. According to TS 38.300, quoted as the follows, the RRC message segments should be transferred continuously. Therefore, if an RRC message containing AI models with a large number of segments is transferred on the air-interface, the other conventional RRC messages, e.g. RRC reconfigurations for UE mobility, will be delayed, and thus causing severe problems like RLF. On the other hand, the continuity limitation is simply removed, because in the segments, there will only be segment identifiers, but without the RRC-TransactionIdentifier. Then in the scenario where multiple RRC messages are transferred in segment, the UE cannot figure out the correspondence between the segments and their belonging RRC messages. For example, as in figure.1, after the two segments transmission of RRC message A and B, another RRC message C is transferred. Then for the next segment 3, the UE is not able to know whether it belongs to A or B.
[image: ]
Figure.1 Example of RRC message segments transfer without continuity limitation.
An appropriate solution to this issue might be to include the RRC-TransactionIdentifier into each segment. Then at the expense of small overhead costs, the important RRC signallings can jump into the queue of the model transfer signallings and ensure the rest segments to be correctly received.
Observation 1: In order to support large mode size for mode transfer/delivery (e.g. larger than 45 Kbytes), some enhancements can be considered on top of the existing RRC segmentation mechanism.

Whether to re-use existing SRB or define new SRB
For large model size, if the model is transferred via SRB1/SRB2, the data transmission via DRBs will be delayed for a long time until the model is completely transferred. On the other hand, if the model is transferred via SRBs with a low priority (e.g. SRB4 like SRB), it will minimize the impacts on data transmission via DRBs, but the model transfer latency may be large. In our opinion, the model transfer priorities can be dynamically assigned, according to the model size and other transfer requirements.
Observation 2: If model transfer/delivery is carried on SRB1/SRB2, it can have small latency but it may impact the data transmission via DRBs. If model transfer/delivery is carried on a low priority (like SRB4), it can minimize the impacts on the data transmission via DRBs, but it may have long latency. In general, how to select an appropriate SRB can correspond to the requirements (e.g. model size, latency).

How to solve model transfer/delivery continuity during handover
How to solve signalling transmission interruption in case of failures, e.g. radio link failure
For the HO case, according to the current specification, once the UE has HO to the target cell, it will delete the RRC signalings received from the source cell, including the received segments of models, and then starts the model transfer in the target cell from the beginning. Then, this may slow down the transfer progress.
For the RLF case, once the UE occurs an RLF and re-establishes to another cell, the latter does not know the information about model transfer progress.
For the above two issues, firstly we think whether they are critical or not depends on the requirements of model transfer/delivery (e.g. model size, latency). For example, if the model size is large without restrict requirements (e.g. can be long latency), the above issues seem not critical. Secondly, the issues are required for the study, some enhancements can be considered in order to support continuous model transfer/delivery during HO/failures.
Observation 3: For impacts due to handover/failures, the need of considering them for the study is to be confirmed, and if yes, some enhancements can be considered.

Discussions on other Solutions
For Solution 1b/2a/2b/3a/3b, we observe that SA2/CT1 (perhaps other WGs) may be involved for the solution details and pros/cons. From RAN2 point of view, it may be good to identify the following aspects for Solution 1b/2a/2b/3a/3b:
· Check common evaluation metrics. If there are consensuses on the metrics, RAN2 can also inform other WGs so that the solutions will be analysed and compared according to the same criteria
· For the email report [2], companies have provided some inputs for these solutions, which can be used as a baseline and then can be referenced by other WGs if possible. We think this can help to reduce the workload for the relevant WGs
· RAN2 can also list the expected outcome for other WGs, e.g. check how a solution works, whether it is feasible, possible impacts to the WGs, pros/cons

Observation 4: If other WGs are required to study some solutions, the following aspects may be identified:
· Common evaluation metrics
· Some RAN2 analysis can be referenced by other WGs (in order to reduce their workload)
· The expected outcome

For Solution 4, it seems that all companies agree that the solution is transparent to 3GPP and no standard impacts for model transfer/delivery. So it seems not need to further discuss Solution 4 from model transfer/delivery perspective. 

Impacts to other LCM aspects due to model transfer/delivery solutions
In the email report [2], the following observation has been provided:
	Observation 1: It is observed that some solutions may have impacts to other LCM aspects, which may be discussed in other agenda:
· Solution 4 may have impacts to LCM aspects, such as UE capability, Configuration, model activation/deactivation, switching
· For Solution 2a/2b, if it implies the AI model could be trained by CN, how CN collects data may be discussed, and it may require RAN to be responsible for the LCM and how to make RAN node be aware of AI/ML model needs to be considered further.
· For all solutions, AI model transmission authorization/registration procedure may be needed before model transfer/delivery, this may involve SA2 work



We understand that AI/ML methods should be workable from LCM perspective. For now, RAN2 is discussing AI/ML methods per LCM aspect, e.g. model transfer/delivery, data collection (for training/inference/monitoring/others). We think the current RAN2 progress and plan are good, and for the next step study for RAN2, our views are as below:
· RAN2 can continue checking LCM aspects, and focus on RAN2 parts
· For model transfer/delivery solutions, they may correspond to other LCM aspects, and the above observation may just list some of them as the email discussion is mainly about model transfer/delivery. In our understanding, different model transfer/delivery solutions may have different impacts for a specific LCM, so the LCM impacts may be discussed by considering the model transfer/delivery solutions

Observation 5: The discussion of LCM impacts may correspond to the model transfer/delivery solutions.

Model delivery format
Based on RAN1#110b-e meeting discussions, for the model transfer/delivery format over air-interface, we conclude the main options as follows.
Option 1: 3GPP-standardized format
Option 2: Vendor specific format or Adopted model representation format

In the RAN1#111 meeting, the above two options further turn to the following two kinds of format categories:
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


Here, RAN1 has assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared.

For both proprietary-format models and open-format models, we think the AI/ML model information is within a container via CP/UP. As analyzed in section 2.5, model ID/functionality ID may be required to differentiate among different models, and such IDs can be considered as part of meta info.
For open-format models, some necessary information may be needed to describe the models, which can be implicitly indicated by model ID/functionality ID. For example, meta info can map to model ID/functionality ID, and such mapping may be left to implementation.
In addition, we think the following information may be needed during model transfer/delivery:
· What (sub) use cases are applicable for a specific model, e.g. CSI/BM/Positioning
· What types are applicable for a specific model, e.g. UE-sided model/UE part model for two-sided model
The above information can also map to model ID/functionality ID, and such mapping may be left to implementation. There may be other alternatives for indicating them during model transfer/delivery.

Proposal 2: For model delivery format, RAN2 to study both proprietary-format and open-format, while to further consider meta info, e.g. meta info (use cases, types) can map to model ID/functionality ID.

Model operations
In the RAN1#110b-e meeting, the following agreements have been achieved for model operations in LCM.
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations.
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms



In the RAN1#111 meeting, the following agreements have been achieved for model operations in LCM.
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs



In RAN1 AI/ML use cases, a model cannot always perform better than others due to changing radio environment and UE mobility. Thus, LCM is introduced for preventing performance decline, via model operations. For LCM procedures, as mentioned by RAN1, the basis is that both NW and UE have reached consensus for specific models, as well as the related model IDs with associated information and model functionality. For example, in UE sided model configured by NW, the NW side can use a model list to configure a set of models, where each model is corresponding to a model ID and applied case. The model ID can further be replaced by normal indexes, to prevent vendor privacy leakage. Beside the model ID, the functionality can also be used to configure models. The further analyses can be found in clause 2.5.
After the model configuration, the NW and UE side can use the model/functionality ID or indexes to indicate the target operation models. The detail model operations include model selection, activation, deactivation, switching and fallback. Currently, since RAN1 has agreed decided two operation mechanisms, i.e. operation decided by NW and operation decided by the UE, we shall analyse them respectively.
For the NW-decided approach, the NW side can initiate model operation according to system performance and UE measurement results. After the operation decision is made, for UE sided models and two-sided models, the NW should inform the results to UE, e.g. via RRC reconfigurations. For example, in the CSI-RS feedback enhancement use case, the NW can decide and indicate the UE to use another model for channel encoding, for better performance. On the other hand, the NW can also configure the UE with model operation trigger conditions. Then if the conditions are fulfilled in the UE side, the UE can request the NW for model operation. Meanwhile, the UE can further report the specific triggered conditions and related measurements, to provide reference for the NW side.
For the UE-decided approach, the UE can also send similar trigger conditions to the NW, and it is the NW side to judge whether the conditions are fulfilled and initiate model operation requests to the UE side. For example, in the BM case, if the accuracy of the predicted top beam by AI model in UE is below a certain threshold, the NW can request the NW to switch the model for prediction. However, since the NW side usually has a more comprehensive system acknowledge, while UE only owns individual information, it will be better to let NW side make the operation decision.
In general, we think UE-decided approach may not be as good as NW-decided approach, from performance point of view. In addition, if the AI/ML model does not work well or if some issues happen at UE side but not known by the network, it may bring lots of efforts for identifying and solving problems.
Observation 6: For UE-decided approach, we think it may not be as good as NW-decided approach, and it may bring some efforts for identifying and solving problems.
Proposal 3: For NW sending indications to UE to operate model(s), RAN2 to study NW-decided approach and UE-decided approach.
Proposal 4: For NW-decided approach, network can initiate configuration, and send it to the UE. It includes at least model ID or functionality ID. 
Proposal 5: For UE-decided approach, it is proposed to discuss the motivation and benefits of UE-autonomous approaches.
For NW-decided approach, if the network would like to initiate model transfer, different options have been provided in section 2.2.2. As analysed in the proposal made in section 2.2.1, if NW sends indications (but not model information) to UE to operate model(s), we think at least RRC signalling should be supported, the reasons are listed as below:
· It is secure, and TS 38.331 has the following definition
· Once AS security is activated, all RRC messages on SRB1, SRB2, SRB3 and SRB4, including those containing NAS messages, are integrity protected and ciphered by PDCP.
· For the transmission delay, we think one DL RRC message may take tens of milliseconds or even less, which should be enough for transmitting the indications
· It is flexible
Besides RRC signalling, MAC CE may be considered.
For the transmission of indications from the NW to the UE, we think it should at least include the following components:
· Transmission delay in Uu interface
· Processing delay, i.e. the time between when the UE gets the indications and when it really applies the model. Usually the processing delay is longer than the transmission delay
For transmission delay, we think MAC CE may take less delay than RRC signalling, e.g. by tens of milliseconds. However, for processing delay, we are not sure whether it will be much longer than transmission delay or not. If yes, we think the total delay will not make much differences between two options.
Observation 7: For transmission of indications from NW to the UE, the following components are included: transmission delay and processing delay.
Observation 8: Processing delay may dominate the whole delay for model operations like model switching. Whether to use RRC signalling/MAC CE depends on the ratio of processing delay in the whole delay, which might require RAN1 inputs.
Proposal 6: For NW sending indications to UE to operate model(s), e.g. model activation, model switching, RRC signalling should be supported.

General aspect of Data collection
The email report [3] is about data collection. We observe that companies are fine with the following:
· Requirements on data collection are important, and more RAN1 inputs are helpful
· Different LCM aspects may correspond to different requirements, and also different existing mechanisms

However, how to co-ordinate with RAN1 is to be discussed. There are some views from companies:
· Alt1: We just wait for RAN1 progress on the requirements
· Alt2: RAN2 should simply keep progressing, and inform RAN1 of concerning agreements when necessary

We are fine with Alt2 and the question is how RAN2 is to progress on discussions, and what will be sent to RAN1 for more checks.
How RAN2 is to progress on the discussions
Identify high level bullets for requirements for use cases. Whether detailed categories are needed can be further discussed in RAN2.
Identify existing framework considered for each use case, plus:
· The principle, basic flow
· The performance of the framework regarding currently supported data size, latency, collecting frequency, and etc

What will be sent to RAN1
We think that once RAN2 makes progress on identifying existing framework on data collection, RAN2 can send the analysis RAN1, and kindly ask feedback from RAN1. We think such information could be helpful for RAN1 to carry out the gap analysis regarding the needed data collection mechanism.

Proposal 7: For Data collection, one way for cross-WG coordination is that RAN2 makes progress on identifying existing framework on data collection, RAN2 can send the analysis to RAN1, and kindly ask feedback from RAN1.

Discussion on AI/ML Model monitoring
Model monitoring identifies the adaptiveness between AI/ML model and environment, which provides the main reference to activate/deactivate/select/switch/update model in time and avoid performance decline. Model monitoring requires to collect information that reflects the model status/effects, and thereby the corresponding measurement and report can be considered for potential spec impact. For the monitoring manner, depending on the execution node (e.g., gNB and UE), it can be classified as following three cases:
· Case1. UE-side Monitoring for AI/ML Model
· UE collects inputs for monitoring and calculates monitoring KPI
· UE makes the decision(s) of model selection/activation/deactivation/switching/fallback operation.
· Case2. NW-side Monitoring for AI/ML Model
· NW (e.g. gNB) collects inputs for monitoring and calculates monitoring KPI
· NW (e.g. gNB) makes the decision(s) of model selection/activation/deactivation/switching/fallback operation.
· Case3. Hybrid Monitoring for AI/ML Model
· UE collects inputs for monitoring, calculates monitoring KPI and feedback the KPI to NW (e.g. gNB)
· NW (e.g. gNB) makes the decision(s) of model selection/activation/deactivation/switching/fallback operation.
Case1 can be applied to monitor the UE-side model, with potentially requesting Network to send assistant signals (AI/ML-related RS, etc.) to facilitate the UE to obtain monitoring inputs. Case2 is applicable to at least Network-side model and the two-sided model, in which Network can collect the monitoring inputs and calculate the KPI. The inputs can be the feedback from UE including ground-truth labels or instantaneous performance indicator (e.g., throughput, ACK/NACK, etc.). Case3 is applicable to Network-side model, UE-side model and Two-sided model.
As for the metrics for monitoring discussed in our previous companion contribution R1-2208428, there are two options for model monitoring: 1) inference accuracy and 2) system performance. For Metric1, taking CSI compression as an example, with UE sending the ground-truth CSI label to Network, Network can monitor the instantaneous inference accuracy of AI/ML-based CSI feedback. Also, for BM, UE can feedback the measured ground-truth optimal beam index obtained during monitoring window for monitoring of the Network-side BM. For positioning, PRU can feedback the instantaneous ground-truth location to Network for monitoring the positioning accuracy. For Metric2, it can be useful to reflect the average and overall performance of the AI/ML model as they can be statistics over a long period of time. The spec impacts include the signalling for supporting the model monitoring. Therefore, the following proposal is made:
Proposal 8: For model monitoring, RAN2 to study Case 1/2/3:
· Case1. UE-side Monitoring for AI/ML Model
· Case2. NW-side Monitoring for AI/ML Model
· Case3. Hybrid Monitoring for AI/ML Model

Discussion on model/functionality identification
In the last RAN1#111 meeting, the following assumptions have been created for the model and functionality identifier.
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
Both the model ID and functionality ID are for LCM procedures, and in the following sub-clauses, we shall analyse them respectively.
Model identification
At the last RAN2 meeting, the following FFS was made:
	R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 


We think the NW needs to manage the models, and then these models can be assigned by model IDs. So the model ID should be global, and it can be allocated and managed by the network.
As we analysed in the above section, we think at least the following LCM aspects may need to use Model ID:
· Model operations.
· for two-sided AI/ML model, NW sends model information to UE, e.g. model transfer/delivery, and model ID may be part of configurations
· for UE-sided/two-sided AI/ML model, NW sends indications to UE to operate model(s), e.g. model activation, model switching, and model ID may be part of configurations
· For the above use cases, the model ID can be extended to a model list, to indicate the operations of multiple models.
· Registration/UE capability reporting
· As we analysed above, model operations may need model ID, and before that, model ID may need to be assigned in advance. Thus, for registration/UE capability procedure, model ID may need to be included
Proposal 9: For model operations, the model ID may be part of configurations for transmission of model information or indications, in order for NW/UE to identify one or more model(s).
Proposal 10: In order for using model ID for model operations, model ID may need to be included in the registration/UE capability reporting procedure.
Functionality identification
As mentioned in clause 2.2.4, UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality. Besides, RAN1 also claimed that the LCM procedures can be functionality ID based. If one model is in one-to-one correspondence with a functionality, the functionality ID can be utilized to indicate model operations, in same to model ID. If multiple AI models are correspondence to one functionality, it is still applicable to use functionality ID to indicate LCM operations for a specific functionality. 
However, if the LCM operations are for specific models within a functionality, e.g. switching models with the same functionality, there will be confusion. In this case, we think there could be two options to eliminate the confusion.
Option 1: In the case multiple AI models are correspondence to one functionality, use only model ID for LCM procedures.
Option 2: the gNB and UE in advance exchange the information about the correspondence between models and functionalities and use indexes to indicate the operation models within a functionality.
Observation 9: RAN2 to adopt functionality for LCM procedures and consider the potential confusion in the case multiple AI models are correspondence to one functionality.

Discussion on UE capability for AI/ML methods
Currently, there are three AI/ML based use cases, i.e. CSI feedback enhancement, Beam management, Positioning accuracy enhancement. We understand that different use cases may need different UE capabilities, e.g. for CSI feedback compression related AI/ML handling, two-sided AI/ML models would need some specific UE capabilities.
In addition, based on the identified LCM aspects so far, we think that different LCM aspects may need different UE capabilities.
In summary, we think that RAN2 can discuss AI/ML UE capabilities per use case and per LCM aspects.
Proposal 11: UE capability for AI/ML methods can be discussed:
· Per (sub) use case, e.g. CSI, BM, Positioning
· Per LCM aspect, e.g. dataset delivery/data collection, training, inference, monitoring, model switching, model update, and etc

As mentioned in section 2.5, RAN1 had a WA on model identification and functionality identification. For model identification, we think it may impact UE capability reporting, and for functionality identification, the impacts on UE capability reporting is not so clear.
For model identification, RAN2#119bis-e assumed that a model is identified by a model ID. Then regarding how the UE and NW can be synchronized to achieve the goal, our views are as below:
· It may depend on model transfer/delivery solutions, e.g. for option 4 (server transfers/delivers models to UE), the UE may need to tell 3GPP network about some necessary information about the stored models; for option 1a (gNB transfers/delivers models to UE via RRC signalling), the UE may have got some models and be aligned with the NW on models
· If model ID can be included in AI/ML UE capability reporting, what other information is needed
Proposal 12: UE capability reporting may correspond to model transfer/delivery solutions, e.g. the order between UE capability reporting and model transfer/delivery solutions, what other information is needed if model ID can be included in AI/ML UE capability reporting.

Currently, TS 38.306 and TS 38.331 have defined some UE capability reporting mechanisms/frameworks, and here are some examples:
· For a specific feature, there is a set of capabilities, e.g. csi-ReportFramework
· The combination of some capabilities which can be configured simultaneously, e.g. CA-ParametersNR
[bookmark: _Hlk127449331]Related to P11, we think that the existing UE capability mechanisms/frameworks as defined in TS 38.306 and 38.331 can be used a starting point, and then we can check the gaps between the requirements and existing mechanisms/frameworks for UE capability.
Proposal 13: For UE capability for AI/ML methods, agree to use the UE capability mechanisms/frameworks as defined in 38.331 and 38.306 as a starting point. RAN2 can check the gaps between the requirements and existing mechanisms/frameworks for UE capability.

Besides, in order to deploy an AI/ML model, it is also important to know the basically required resources to run the AI/ML model. The AI/ML resources are significant for the network before performing AI/ML operations. With the AI/ML resource information in mind, the network can know the resource state at UE side and can evaluate which AI/ML model can be configured to the UE, or whether one AI/ML model can be activated with the UE.
RAN1#110 made the following agreement on the common KPIs:
	RAN1 #110 Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 


In our opinion, the above KPIs can be used as inputs for the RAN2 study. In addition, other KPIs can be also considered, e.g. power consumption.
Proposal 14: RAN1 agreed common KPIs can be considered as inputs for the RAN2 study.

Conclusion
For this paper, we mainly discuss AI/ML Model operations (including model transfer/delivery), general asepcts of Data collection, model monitoring, and other aspects. It is proposed:

For AI/ML model operations
For model transfer/delivery, we have the following observations:
Observation 1: In order to support large mode size for mode transfer/delivery (e.g. larger than 45 Kbytes), some enhancements can be considered on top of the existing RRC segmentation mechanism.
Observation 2: If model transfer/delivery is carried on SRB1/SRB2, it can have small latency but it may impact the data transmission via DRBs. If model transfer/delivery is carried on a low priority (like SRB4), it can minimize the impacts on the data transmission via DRBs, but it may have long latency. In general, how to select an appropriate SRB can correspond to the requirements (e.g. model size, latency).
Observation 3: For impacts due to handover/failures, the need of considering them for the study is to be confirmed, and if yes, some enhancements can be considered.
Observation 4: If other WGs are required to study some solutions, the following aspects may be identified:
· Common evaluation metrics
· Some RAN2 analysis can be referenced by other WGs (in order to reduce their workload)
· The expected outcome
Observation 5: The discussion of LCM impacts may correspond to the model transfer/delivery solutions.

For mode operations, we have the following proposals and observations:
Proposal 1: RAN2 to study the following categories for the model operations:
(1) for two-sided AI/ML model, NW sends model information to UE, e.g. model transfer/delivery
(2) for UE-sided/two-sided AI/ML model, NW sends indications to UE to operate model(s), e.g. model activation/deactivation, model selection/switching/fallback, model update/model parameter update
Proposal 2: For model delivery format, RAN2 to study both proprietary-format and open-format, while to further consider meta info, e.g. meta info (use cases, types) can map to model ID/functionality ID.
Proposal 3: For NW sending indications to UE to operate model(s), RAN2 to study NW-decided approach and UE-decided approach.
Proposal 4: For NW-decided approach, network can initiate configuration, and send it to the UE. It includes at least model ID or functionality ID. 
Proposal 5: For UE-decided approach, it is proposed to discuss the motivation and benefits of UE-autonomous approaches.
Proposal 6: For NW sending indications to UE to operate model(s), e.g. model activation, model switching, RRC signalling should be supported.

Observation 6: For UE-decided approach, we think it may not be as good as NW-decided approach, and it may bring some efforts for identifying and solving problems.
Observation 7: For transmission of indications from NW to the UE, the following components are included: transmission delay and processing delay.
Observation 8: Processing delay may dominate the whole delay for model operations like model switching. Whether to use RRC signalling/MAC CE depends on the ratio of processing delay in the whole delay, which might require RAN1 inputs.

For general aspect of Data collection
Proposal 7: For Data collection, one way for cross-WG coordination is that RAN2 makes progress on identifying existing framework on data collection, RAN2 can send the analysis to RAN1, and kindly ask feedback from RAN1.

For AI/ML model monitoring
Proposal 8: For model monitoring, RAN2 to study Case 1/2/3:
· Case1. UE-side Monitoring for AI/ML Model
· Case2. NW-side Monitoring for AI/ML Model
· Case3. Hybrid Monitoring for AI/ML Model

For model/functionality identification
Proposal 9: For model operations, the model ID may be part of configurations for transmission of model information or indications, in order for NW/UE to identify one or more model(s).
Proposal 10: In order for using model ID for model operations, model ID may need to be included in the registration/UE capability reporting procedure.

Observation 9: RAN2 to adopt functionality for LCM procedures and consider the potential confusion in the case multiple AI models are correspondence to one functionality.

For UE capability
Proposal 11: UE capability for AI/ML methods can be discussed:
· Per (sub) use case, e.g. CSI, BM, Positioning
· Per LCM aspect, e.g. dataset delivery/data collection, training, inference, monitoring, model switching, model update, and etc
Proposal 12: UE capability reporting may correspond to model transfer/delivery solutions, e.g. the order between UE capability reporting and model transfer/delivery solutions, what other information is needed if model ID can be included in AI/ML UE capability reporting.
Proposal 13: For UE capability for AI/ML methods, agree to use the UE capability mechanisms/frameworks as defined in 38.331 and 38.306 as a starting point. RAN2 can check the gaps between the requirements and existing mechanisms/frameworks for UE capability.
Proposal 14: RAN1 agreed common KPIs can be considered as inputs for the RAN2 study.
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5 Annex
5.1 RAN2#119bis-e
[bookmark: _Hlk120891857]Some initial Assumptions on the work: 
-	Assume that RAN2’s work can be somewhat split: A) use-case-centric configuration, signalling and control procedures, B) management of data and AI/ML models (where part of discussion may overlap between use cases).
-	Assume that e.g. for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capabilities has a role in this. 
-	Chair assumes that we will input on various aspects when the time is right, and e.g. postpone things that obviously need R1 decisions, but there could be some rare exception. 

Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed
R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

5.2 RAN2#120
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions
RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g.  
1. Ensuring UE and gNB  side models are configured / applied based on their applicable configurations / scenarios. 
2. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB
3. Achieving simultaneous (de)activation and switching of the two-sided model
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