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1	Introduction
The following capacity objectives were captured in the XR WID in RP-223502:
	Specify the enhancements related to capacity:
-	Multiple CG PUSCH transmission occasions in a period of a single CG PUSCH configuration (RAN1, RAN2);  
-	Dynamic indication of unused CG PUSCH occasion(s) based on UCI by the UE (RAN1);
-	BSR enhancements including at least new BS Table(s); (RAN2);
-	Delay reporting of buffered data in uplink; (RAN2);
-	Provision of XR traffic assistance information for DL and UL (e.g., periodicity); (RAN2);
-	Discard operation of PDU Sets (RAN2);


Potential CG enhancements impact to RAN2 can be discussed later after the features becomes clearer in RAN1. Provision of XR traffic assistance information for DL and UL, we think it could be enough to rely on TSCAI thus not discussed further here. Discard operation of PDU Sets is also discussed in open objective on XR awareness, so can be discussed later after the SI is concluded. In this contribution we mainly focus on BSR enhancements.
2	Discussion
2.1	New BS Table(s)
The following agreement was made in RAN2 #120:
	RAN2 thinks we need one or more additional BSR table(s) for XR. FFS whether these are static (=specified) or dynamic (e.g., generated, differs according to some RRC parameter), can be discussed in WI phase. 



One way to evaluate the quantization errors of the BS tables is to define a quantization error metric representing the actual packet size versus the packet size reported to the network.

In an ideal case the reported packet size would be identical to the actual packet size. Yet the packet size must be reported with either Table 6.1.3.1-1 for a 5-bit BSR or Table 6.1.3.1-2 for 8-bit BSR from TS 38.321. Innevitably, this leads to quantization errors -  we ask more from the network than what we actually need. For some total number of packets N, the total quantization error can be defined in percent as:

An example of the quantization error for a 5-bit BS table is depicted in Figure 1, where it reaches approximately . On the figure, the X axis shows the packet sizes for a truncated gaussian traffic model as per TR 38.838 with 10 Mbps mean data rate. The blue circles indicate the table entries in Table 6.1.3.1-1 for a 5 bit BSR reporting from TS 38.321. The 5-bit table corresponds to 32 possible values but due to its exponential nature most table entries are not used by the XR traffic and cropped out from Figure 1. The left hand Y axis corresponds to the black solid line plotting the probability density function (PDF) of the traffic model. The right hand Y axis corresponds to the cumulative quantization error per bin, which  is shown with the red crosses. Each red cross is aligned to the right hand side of the bin range.
The utilization of the 8-bit BS table (Table 6.1.3.1-2)  in TS 38.321 with the same interpretation as above reaches a total quantization error .
Observation 1: for 10 Mbps@60fps traffic model current 5-bit and 8-bit BSR tables experience a quatization error of 16.7% and 3.1%, respectively.
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[bookmark: _Ref117839123]Figure 1 – 5-bit BSR table utilization from TS 38.321
It should be noted that no matter the mean data rate, these statistics hold true.
To reduce the quantization errors for XR traffic:
1)	it should be possible to report the long BSR even when only one bearer has data buffered; and
2)	new BS table(s) should be introduced
One way to address this problem can be by introducing dynamic BS tables, which are generated based on network signaling. This signaling can be in line with UE’s traffic characteristics (min and max) such that both NW and UE generate and use the same dynamic table. As an example, assuming the same XR traffic as above is used to generate a BSR table with equidistant bins between the min and max values, the quantization error can be brought down to  and  for 5 and 8-bit BSR fields respectively – see Figure 2 for a 5-bit. First table index is reserved for zero and the last two table indexes have the same values (the maximum distribution value for truncation) with different interpretation: larger than the value for the last index and smaller than the value for the second to last index.
For this to work, it is expected that some statistical data is known about the traffic and both UE and gNB can generate a unique table fitting such traffic based on new parameters that can be signaled over RRC, e.g. (BSMin and BSMax) parameters, where BSMin and BSMax are the minimum and maximum values for the given distribution, respectively. 
The N elements of the BS table (for 5-bit and  for 8-bit) is determined as follows:
a) The first element is always 0 (e.g., index 0 in Table 1).
b) The minimum expected size (min) is mapped to index 1 of the new dynamic table (e.g., index 1 in Table 1).
c) The maximum expected size (max) is mapped to the last two indexes of the new dynamic table (e.g., indexes 30 and 31 in Table 1). The last index refers to the traffic values that are above the maximum expected size.
d) The remaining N-3 elements are obtained by the NW and UE as follows:
i. From the BSMin and BSMax values, the increment value Δ is obtained as follows:



ii. From i = 1, in steps of 1, until N-3, the BSi value correspondent to the i-th index is calculated as:


The example of a 5-bit dynamic table is shown in Table 1. It corresponds to a 10 Mbps@60fps traffic model by following TR 38.838.
Observation 2: the generation of dynamic BSR tables based on traffic characteristics (BSMin and BSMax) is able to reduce the quantization error by one order of magnitude for 10 Mbps@60fps traffic model to 1.69% and 0.2% compared to current 5-bit and 8-bit BSR tables.
	Index
	Current BS value
	Proposed BS value based on configuration

	0
	0
	0

	1
	≤ 10
	≤ 10417

	2
	≤ 14
	≤ 11135

	3
	≤ 20
	≤ 11853

	4
	≤ 28
	≤ 12571

	5
	≤ 38
	≤ 13289

	6
	≤ 53
	≤ 14007

	7
	≤ 74
	≤ 14725

	8
	≤ 102
	≤ 15443

	9
	≤ 142
	≤ 16161

	10
	≤ 198
	≤ 16879

	11
	≤ 276
	≤ 17597

	12
	≤ 384
	≤ 18315

	13
	≤ 535
	≤ 19033

	14
	≤ 745
	≤ 19751

	15
	≤ 1038
	≤ 20469

	16
	≤ 1446
	≤ 21187

	17
	≤ 2014
	≤ 21905

	18
	≤ 2806
	≤ 22623

	19
	≤ 3909
	≤ 23341

	20
	≤ 5446
	≤ 24089

	21
	≤ 7587
	≤ 27777

	22
	≤ 10570
	≤ 25495

	23
	≤ 14726
	≤ 26213

	24
	≤ 20516
	≤ 26931

	25
	≤ 28581
	≤ 27649

	26
	≤ 39818
	≤ 28367

	27
	≤ 55474
	≤ 29085

	28
	≤ 77284
	≤ 29803

	29
	≤ 107669
	≤ 30521

	30
	≤ 150000
	≤ 31250

	31
	> 150000
	> 31250


Table 1 – 5-bit dynamic BS table generated using BSmin=10417 and BSmax=31250, configuration according to TS 38.838.

[image: Chart, line chart

Description automatically generated]
[bookmark: _Ref117845008]Figure 2 – 5-bit dynamic BSR table utilization according to the (BSmin=10417 and BSmax=31250) configuration shown in Table 1.
Proposal 1: introduce two new parameters in RRC configuration (BSMin and BSMax) to generate dynamic BS tables(s) using an increment value Δ at the NW and UE sides.
2.2	Delay Information
In the RAN2 #120 meeting, the following were agreed on delay information: 
	RAN2 will introduce data volume information associated with delay information (e.g., remaining time) in a MAC CE. FFS if this is extension of BSR or new format. FFS how to do that (e.g., what exactly is reported) and how to ensure this information is up-to-date e.g., considering UL scheduling delay.



This delay information, defined as “remaining time” is a result of the difference between the PDB or PSDB and the data has been in the buffer (i.e., buffering time). Per DRB, UEs signal it to the network to enable it to learn about the UL traffic timing patterns and accordingly schedule/configure resource allocations for its UEs in coherence with latency constraints. In case a DRB includes PDUs with or without PDU set that have arrived at different times, UEs use the longest buffering time to calculate the remaining time. The latter also applies in case PDU sets are used to transmit data. 
Proposal 2: Define new BSR format to report remaining time information per LCG.
Proposal 3: the shortest remaining time of data buffered is reported as the remaining time for the LCG.
Proposal 4: both independent PDUs or PDUs conforming a PDU set are supported.
2.3	Triggers
In the RAN2 #120 meeting, the following was agreed on BSR triggers: 
	RAN2 needs to discuss additional BSR triggering conditions to allow timely availability of buffer status information at gNB. This can be discussed in WI phase.



For XR, it is envisioned that DRX will be aligned with the frame rate [38.838] and for each new frame, the scheduler would benefit from knowing how much data is buffered (the XR bit rates vary significantly due to encoding when a key frame is a lot larger than a predictive one). That is equivalent to say that for every data burst, a BSR should be transmitted. 
Relying on arrival of high priority data may not always be satisfactory because UE buffers might not always be empty and for services with known pattern, triggering an SR is typically not useful (regular BSR trigger always trigger an SR if there is no UL-SCH available for transmission). 
Also, the periodic BSR trigger does not guarantee that a BSR is transmitted whenever needed:
-	If we can assume that a grant is always given precisely at the beginning of every ON-DURATION and that no padding BSR other than truncated ones are sent at the end of a series of grant or data burst, it is possible to align the periodic BSR reporting with the DRX cycle. Unfortunately, this only works on paper as it is not possible to guarantee that only truncated BSR are sent when a padding BSR is needed.
-	Because the periodic BSR Timer is restarted when a non-truncated BSR is sent, the periodic BSR timer is likely to be restarted at the end of every data burst. This is depicted on the figure below where the first series of grant (1) is concluded by a padding BSR (B) which restarts the periodic BSR timer. As a result, the periodic BSR timer is still running when the 2nd grant arrives (2) and no periodic BSR is sent at the 2nd occurrence of the ON-DURATION.


-	When it is not possible for the scheduler to provide grants precisely at the start of every ON-DURATION (due to for instance to temporary overload), the periodic BSR timer might be started late enough so that it misses the next ON-DURATION. This is depicted on the figure below where the periodic BSR (B) sent for the 2nd series of grant (2) starts the periodic BSR timer, which does not expire before the occurrence of the 3rd series of grant (2).


Instead, we suggest that a periodic BSR is triggered when the ON-DURATION is started. This ensures that every data burst is always accompanied by a BSR without having to configure an SR. A configured grant could be configured for such purpose with periodicity aligned with the traffic periodicity.
Proposal 5: a periodic BSR is triggered when the ON-DURATION is started.
Discard was discussed at the last meeting and RAN2 agreed that for a PDU set, the number of PDUs known to either be lost or associated to discarded SDUs, exceeds a threshold, all remaining PDUs of that PDU set could be discarded at the transmitter to free up radio resources [R2-2210814]. Discarding packets in the transmitter makes previous BSR obsolete and could lead to scheduling more resources than needed, which in turn increases power consumption and decrease overall cell capacity. It is therefore proposed to trigger a BSR whenever discard occurs.
Proposal 6: PDU discard triggers a BSR.

4	Conclusion
This contribution has reviewed possible capacity improvements for XR and has proposed the following: 
Proposal 1: introduce two new parameters in RRC configuration (BSMin and BSMax) to generate dynamic BS tables(s) using an increment value Δ at the NW and UE sides.
Proposal 2: Define new BSR format to report remaining time information per LCG.
Proposal 3: the shortest remaining time of data buffered is reported as the remaining time for the LCG.
Proposal 4: both independent PDUs or PDUs conforming a PDU set are supported.
Proposal 5: a periodic BSR is triggered when the ON-DURATION is started.
Proposal 6: PDU discard triggers a BSR.
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