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1	Introduction
[bookmark: _Ref178064866]This is the third meeting on which RAN2 discusses the “AI/ML for NR Air Interface” SI (see the approved SID in RP-213599, and the revised version in RP-221348). Under this Agenda Item RAN2 have work on settling the scope of the discussion and identifying aspects requiring RAN2 attention. 
Currently, two topics stand out in RAN2:
· Model transfer/delivery, and
· Data collection. 
In fact, two long email discussion were carried out from RAN2#120 until the present meeting. The scope of each being the following:
[Post120][053][AIML18] model transfer delivery (Huawei)
	Scope: Long email discussion for next meeting on model transfer/delivery, to collect pros/cons, Can also collect comments on different architectural assumptions.

[Post120][054][AIML18] Data collection (Ericsson / vivo)
	Scope: Long email discussion for next meeting, on data collection (focus on monitoring and training), on to what extent existing methods can be useful including also identifying these existing methods and their potential extensions

In this paper we touch upon the two previously mentioned matters.
2	Discussion
2.1	Model transfer/delivery
2.1.1	Use cases and scenarios
The three different RAN1-agreed use cases and their respective sub use cases are listed below:
a) CSI feedback enhancement
· [bookmark: _Hlk125634461]Spatial-frequency domain CSI compression using two-sided AI model
· Time domain CSI prediction using UE-sided model
b) Beam Management (BM) enhancement
· Spatial-domain DL beam prediction, with UE-sided or NW-sided AI model
· Temporal DL beam prediction, with UE-sided or NW-sided AI model
c) Positioning accuracy enhancement
· Direct AI/ML positioning (i.e., the AI/ML model is directly producing the UE location as output)
· Assisted AI/ML positioning (i.e., the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods)
· For the above 2 points (i.e., direct/assisted AI/ML positioning), RAN1 have captured the following (sub)cases:
· Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning

According to the above, our understanding is that a model needs to be transferred/delivered:
1> When the inference process occurs in an entity different from the entity that is developing, training and/or compiling the model.
· For example, in a use case with one-sided model deployed at the UE side, transferring a model trained by the NW with data from a specific scenario.
2> When the model is jointly generated by the UE and the NW
· This could be for example the case for CSI compression using two-sided AI model. 

However, as observed in RAN1 discussion, the use cases in the AIML for PHY SI have not provided a strong motivation to consider standardized model transfer solutions. Indeed, for BM and positioning, feasible alternatives not relying on model transfer for UE-sided and NW-sided models are being considered. Similarly, the two-sided CSI use case is discussing training that does not require model transfer.

However, acknowledging that RAN1 have not concluded on this subject we are obviously OK to continue with the ongoing discussion in RAN2 on model transfer/delivery. 
[bookmark: _Toc127496963]For model transfer/delivery, RAN1 seem to have identified simpler alternatives for which specification support is not needed. However, while waiting for RAN1’s conclusion, RAN2 can continue studying pros/cons of the different available options.

Regarding the mapping of AIML-related functions to NW entities, we think that RAN2 should mostly focus on UEs and gNBs. LMF can be considered for positioning. But as far as other CN entities, RAN2’s scope should be limited. This as the SI is focusing on RAN1, RAN2 and RAN4 work. Involving SA2 (eventually CT1) or even RAN3 does not appear to be a target of the SI.
Additionally, it has been proposed in RAN2 to include proprietary servers within the model transfer/delivery discussion. Such entities could be needed as they have can have greater (computational and energy) capabilities that could aid developing, training, or compiling the AIML model before being transferred/delivered to the UE.
RAN2 should then discuss the implications of transferring/delivering a model from a server to the UE (and vice versa). 
[bookmark: _Toc127496964]For each use case, RAN2 can focus on analysing functionality-to-entity mapping between UE, gNB, and eventually LMF for the positioning use cases. Mapping to other CN entities should be clearly justified.
 
Furthermore, and when further analysing each model transfer/delivery solution, it seems reasonable for RAN2 to identify whether different alternatives could impact NW interfaces. However, since this is RAN3 domain, RAN2 should strive not to go against agreements already made in RAN3, while bearing in mind that RAN3 do not have TUs allocated to this SI.
[bookmark: _Toc127496965]The study on model transfer/delivery based on RAN2-centric methods/processes can lead to identifying potential impacts on NW interfaces. RAN2 therefore needs to acknowledge existent RAN3 agreements and ensure to always make decisions within RAN2 domain.  

As per the means to achieve model transfer/deliver of AIML models, RAN2 has agreed to study CP- and UP-based solutions. As part of the concerning long email discussion (i.e., [Post120][053][AIML18]), it is proposed for RAN2 to analyse solutions around the following scenarios:
· Option 1: Model transfer/delivery between UE and gNB via CP and UP solutions.
· Option 2: Model transfer/delivery between UE and CN (except LMF) via CP and UP solutions.
· Option 3: Model transfer/delivery between UE and LMF via CP and UP solutions.
· Option 4: Model transfer/delivery between UE and server.

In the subsections below we touch upon the different options enumerated above.

2.1.2	CP-based solutions
The following solutions were identified and discussed in RAN2’s long email discussion:
· Option 1a: CP solution that gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Option 2a: CP solution that CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Option 3a: CP solution that LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

For Option 1a, and as seen in TS 38.323, the maximum supported size of a PDCP SDU is 9kB. Which then represents the maximum payload an RRC PDU message could carry. 
When RRC segmentation is used, in the UL one could consider 16 segments, while in the DL only 5. For this case, a model transferred/delivered from the UE to the NW in the UL could carry a maximum of 144kB, while 54kB in the DL.
Regarding RRC segmentation in the DL, we acknowledge that 5 segments have been considered as this was introduced for RRCReconfiguration messages. Our understanding is that it would be possible to extend it. However, RAN2 should be careful to ensure that the benefits associated with eventually extending this limit are greater than the disadvantages.
[bookmark: _Toc127496949]If considering extending the RRC segmentation limit in DL, RAN2 needs to ensure that the benefits associated with an extension outweigh the disadvantages.

Considering the above, and from what might be expected from an AIML model size, an RRC-based solution could introduce signalling overhead. As not only RRC segmentation could eventually be needed (and perhaps extended), but several distinct RRC messages might be required to a carry model. Moreover, as indicated by companies during the email discussion phase, RAN2 should consider the impact of potential handover while transferring/delivering large models. 
Bear in mind though, that RAN2 have not received input on AIML model formats or sizes. So potentially, there could be alternatives for which an RRC-based solution could be an option.  
[bookmark: _Toc127496950]For large size AIML models (e.g., in the order of mega or giga bytes) signalling overhead and handover issues are expected from an RRC-based solution to transfer/deliver the model.
[bookmark: _Toc127496951]If RAN1 concludes that there are motivations to standardize AIML model transfer/delivery, RAN2 could consider an RRC-based solution as one of the CP options, when the model size allows limited signalling overhead and handover issues. 

For Option 2a, apart from having a solution with arguably a minor RAN2 impact, the situation does not seem to be considerably different as to what has already been mentioned above for Option 1a, as to our understanding the NAS messages would be carried over RRC.
Moreover, RAN2 would first need to understand the architecture of the use cases before considering this option. Indeed, if a model is developed and maintained in the gNB, NAS does not appear to be the logical choice, as for this case, when a UE requires the model, the gNB would have to first send it to the AMF for a subsequent NAS delivery to the UE.
Additionally, and stressed above, RAN2 should avoid involving CN entities as part of solutions. Indeed, for this case, the CN would manage the AIML model and agreements made in RAN2 could trigger work in other WGs without involvement in our SI.
[bookmark: _Toc127496952]RAN2 first needs to get a proper understanding of the architecture of the use cases, as it does not seem reasonable to use NAS signalling to transfer/deliver an AIML model to the UE, when the model is developed/maintained in the gNB. 

For Option 3a, it seems that the existing LPP framework could be extended to carry information related to a model from LMF to UE. However, there are also limitations concerning the model size/format. For which we prefer to wait for RAN1 input.
[bookmark: _Toc127496953]It appears that the LPP framework could potentially be used (or extended) to transfer/deliver AIML model. However, the progress is subject to RAN1 input. 

2.1.3	UP-based solutions
The following solutions were identified and discussed in the concerning long email discussion:
· Option 1b: UP solution that gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Option 2: UP solution that CN can transfer/deliver AI/ML model(s) to UE via UP data.
· Option 3: UP solution that LMF can transfer/deliver AI/ML model(s) to UE via UP data.

As opposed to CP-based solutions, UP could appear to be more friendly towards carrying “bigger” models.
A priori, Option 1b seems to adjust to transferring/delivering “typical” AIML models. However, we must focus on the fact that this option proposes to work on a solution where the gNB is transferring/delivering the model to the UE via UP, for which a new RAN architecture or interfaces seem needed. Note that this goes against what is depicted in the SID (see RP-221348):
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

Hence, we invite proposing companies to clarify such solution.
[bookmark: _Toc127496954]Companies proposing to study solutions to transfer an AIML model from a gNB to UE via UP should clarify how this Option is feasible with current RAN architecture and interfaces.

Our views for Option 2b here (i.e., for the UP Option) echo those given above for CP’s Option 2a.

Regarding Option 3b, there appear not to be alternatives to carry UP data from LMF to UE using 3GPP signalling. Instead, over-the-top solutions are used. However, SA2 is currently discussing on alternatives to send UP data from LMF, i.e., carried by DRBs. Thus, we propose to wait for that discussion to conclude before continuing the work in RAN2.
[bookmark: _Toc127496955][bookmark: _Toc127454707][bookmark: _Toc127454708][bookmark: _Toc127454709][bookmark: _Toc127454710]RAN2 to wait for the outcome of SA2’s discussion on how to send UP data from LMF to UE using 3GPP signalling. 


2.1.3	Implementation-based solutions
Alternatively, an AIML model can be transferred/delivered in a “transparent” manner to 3GPP signalling, i.e., “over-the-top”.
Companies could argue that this would also impact the data collection discussion, as for this Option, there might be no clear knowledge of the entity that requires the data to, e.g., develop/train the model. However, according to our understanding RAN2 can still study solutions to collect data from UEs or gNBs. While any transfer of models (or data) from/to a training function/entity could be left to implementation.
[bookmark: _Toc127496956]RAN2 can still work on data collection when transferring/delivering an AIML model is left to implementation.
 
Moreover, we notice that there is additional RAN2 work linked to addressing all the other LCM-related procedures, e.g., model selection, broadcast of models supported by gNBs, UE capabilities signalling, configuration signalling, etc.  
Given the above, and since this appears to be a feasible solution, we propose the following. 
[bookmark: _Toc127496966]RAN2 assumes that AIML models can be transferred/delivered "over-the-top". FFS on how to handle LCM aspects for this case.

2.2	Data collection framework
For data collection, the outcome of the email discussion is clear: 
a) It seems restricting and not advisable to limit the data collection discussion only to model monitoring and model training, i.e., RAN2 needs to grasp where data collection is needed. 
b) Given the potential different requirements for each purpose, companies think there is a need to split the discussion between each of them (i.e., treat separately data collection for model training, model monitoring, model inference, etc.).
c) Companies would like to wait for RAN1’s progress and requirements before starting to shape solutions.
d) There is a need to further understand existing/related data collection procedures within RAN2 specs. before concluding that new procedure/s are needed.
From the above, we observe a) and b) are limited by c). Which leaves us with d), i.e., RAN2 will study existing data collection procedures and take a decision on whether any is useful, or whether a new one is needed according to RAN1’s specific requirements.
The following frameworks were identified as part of the (long) email discussion:
· MDT,
· UE assistance information,
· early idle/inactive measurements,
· RRM measurement reports,
· CSI reporting framework.
· LPP Provide location information
While the following KPIs could be considered when performing the analysis: 
a) the content of the data,
b) the data size,
c) latency and periodicity,
d) signalling and configuration aspects.

From the list of existent frameworks listed above, already during the last meeting, some companies proposed to focus on MDT. Hence, we think it is worth analysing this data collection method first. 
2.2.1	MDT
For MDT, let us base our discussion on the information present in the stage-2 description for MDT (TS 37.320). We can start by analysing the general description provided in the spec.:
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]1.	MDT mode
There are two modes for the MDT measurements: Logged MDT and Immediate MDT. There are also cases of measurement collection not specified as either immediate or logged MDT, such as Accessibility measurements.
2.	UE measurement configuration
It is possible to configure MDT measurements for the UE logging purpose independently from the network configurations for normal RRM purposes. However, in most cases, the availability of measurement results is conditionally dependent on the UE RRM configuration.
3.	UE measurement collection and reporting
UE MDT measurement logs consist of multiple events and measurements taken over time. The time interval for measurement collection and reporting is decoupled in order to limit the impact on the UE battery consumption and network signalling load.
4.	Geographical scope of measurement logging
It is possible to configure the geographical area where the defined set of measurements shall be collected.
5.	Location information
The measurements shall be linked to available location information and/or other information or measurements that can be used to derive location information.
6.	Time information
The measurements in measurement logs shall be linked to a time stamp.
7.	Sensor information
The measurements can be linked to available sensor information that can be used to derive UE orientation in a global coordinate system, the uncompensated barometric pressure and the UE speed.
8.	UE capability information
The network may use UE capabilities to select terminals for MDT measurements.
9.	Dependency on SON
The solutions for MDT are able to work independently from SON support in the network. Relation between measurements/solution for MDT and UE side SON functions shall be established in a way that re-use of functions is achieved where possible.
10.	Dependency on TRACE
The subscriber/cell trace functionality is reused and extended to support MDT. If the MDT is initiated towards a specific UE (e.g. based on IMSI, IMEI-SV, etc.), the signalling based trace procedure is used, otherwise the management based trace procedure (or cell traffic trace procedure) is used. Network signalling and overall control of MDT is described in TS 32.422 [6].
The solutions for MDT shall take into account the following constraints:
1.	UE measurements
The UE measurement logging mechanism is an optional feature. In order to limit the impact on UE power consumption and processing, the UE measurement logging should as much as possible rely on the measurements that are available in the UE according to radio resource management enforced by the access network.
2.	Location information
The availability of location information is subject to UE capability and/or UE implementation. Solutions requiring location information shall take into account power consumption of the UE due to the need to run its positioning components.



From item 2, we observe that even if it is possible to configure MDT measurements for the UE logging purpose independently from the network configurations for normal RRM purposes, in most cases, the MDT measurements are dependent on the UE RRM configuration. This is something that needs to be considered by RAN2’s analysis when looking into the different use case of our SI, and the concerning requirements provided by RAN1. 
[bookmark: _Toc127496957]The configuration of MDT measurements for the UE logging purpose is in general conditionally dependent on the UE RRM configuration. 

Furthermore, and focusing on the two MDT modes, we observe that Logged MDT procedures apply to UEs in RRC_IDLE and RRC_INACTIVE states. As indicated by its name, this procedure allows UEs to log/store measurements while not in connected state, to later report the collected data to the NW.
Immediate MDT procedure apply to UEs in RRC_CONNECTED state and the configuration for UE measurements involve reporting triggers and criteria utilized for RRM. Hence, the UE configuration is based on existing RRC measurement procedures. However, with some extensions for location information.
[bookmark: _Toc127496958]MDT modes allow to collect data in all 3 RRC states. 

For Logged MDT, the network initiates the procedure to UE in RRC Connected by sending the LoggedMeasurementConfiguration message which contains the related configuration details.  It is possible to configure periodical reports, as well as reports triggered by events. UEs configured to perform Logged MDT can indicate that there are available MDT measurements by means of a bit before transitioning to RRC connected state.
The reporting of the measurements is triggered by the NW via RRC signalling (UEInformationRequest) and the report is also carried via RRC, in the UEInformationResponse. On this matter, one can only notice that transport of Logged MDT reports in multiple RRC messages is supported.
[bookmark: _Toc127496959]Logged MDT reports can be periodical or triggered by events. Additionally, reports can be carried over multiple RRC messages. 

A RAN node can interpret the Logged MDT reporting results even if it does not have access to the logged measurement configuration. And each measurement report also contains the necessary parameters for the network to be able to route the reports to the correct Trace Collection Entity and for OAM to identify what is reported.
[bookmark: _Toc127496960]Logged MDT allows having an RRC-based data collection framework to support UE performing data logging and reporting to the NW. 

For immediate MDT, since the UE is in connected state, there is also a need to consider MDT context handling during handover and UE context retrieval. For this, the measurements configured in the UE should comply with the transferring and reconfiguration principles for the measurements configured in the UE for RRM purpose during handover. While further rules apply depending on MDT trace configuration or the MDT initiation cases. Further details can be found in TS 37.320 clause 5.1.2.3 and 5.1.3.
[bookmark: _Toc127496961]For Immediate MDT, MDT context handling during handover and UE context retrieval is specified. 

Regarding the MDT initiation, as seen in clause 5.1.3 in TS 37.320, this can come from:
1. OAM (management-based trace function without targeting a specific UE),
2. CN nodes (signalling trace activation message with a specific target UE).
On this, we notice that OAM and CN nodes are the ones initiating the data collection process. This can be particularly of interest when considering the requirements or details of the different use cases of this SI. And could in principle by a limiting factor for this framework. 
[bookmark: _Toc127496962]OAM and CN nodes transfer the MDT configuration to RAN, which is later tasked to initiate the MDT measurement collection. This could be an issue for the use cases in this SI.
[bookmark: _Toc127496967]Consider Observations 9 to 14 when considering MDT as a possible data collection framework.
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	If considering extending the RRC segmentation limit in DL, RAN2 needs to ensure that the benefits associated with an extension outweigh the disadvantages.
Observation 2	For large size AIML models (e.g., in the order of mega or giga bytes) signalling overhead and handover issues are expected from an RRC-based solution to transfer/deliver the model.
Observation 3	If RAN1 concludes that there are motivations to standardize AIML model transfer/delivery, RAN2 could consider an RRC-based solution as one of the CP options, when the model size allows limited signalling overhead and handover issues.
Observation 4	RAN2 first needs to get a proper understanding of the architecture of the use cases, as it does not seem reasonable to use NAS signalling to transfer/deliver an AIML model to the UE, when the model is developed/maintained in the gNB.
Observation 5	It appears that the LPP framework could potentially be used (or extended) to transfer/deliver AIML model. However, the progress is subject to RAN1 input.
Observation 6	Companies proposing to study solutions to transfer an AIML model from a gNB to UE via UP should clarify how this Option is feasible with current RAN architecture and interfaces.
Observation 7	RAN2 to wait for the outcome of SA2’s discussion on how to send UP data from LMF to UE using 3GPP signalling.
Observation 8	RAN2 can still work on data collection when transferring/delivering an AIML model is left to implementation.
Observation 9	The configuration of MDT measurements for the UE logging purpose is in general conditionally dependent on the UE RRM configuration.
Observation 10	MDT modes allow to collect data in all 3 RRC states.
Observation 11	Logged MDT reports can be periodical or triggered by events. Additionally, reports can be carried over multiple RRC messages.
Observation 12	Logged MDT allows having an RRC-based data collection framework to support UE performing data logging and reporting to the NW.
Observation 13	For Immediate MDT, MDT context handling during handover and UE context retrieval is specified.
Observation 14	OAM and CN nodes transfer the MDT configuration to RAN, which is later tasked to initiate the MDT measurement collection. This could be an issue for the use cases in this SI.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For model transfer/delivery, RAN1 seem to have identified simpler alternatives for which specification support is not needed. However, while waiting for RAN1’s conclusion, RAN2 can continue studying pros/cons of the different available options.
Proposal 2	For each use case, RAN2 can focus on analysing functionality-to-entity mapping between UE, gNB, and eventually LMF for the positioning use cases. Mapping to other CN entities should be clearly justified.
Proposal 3	The study on model transfer/delivery based on RAN2-centric methods/processes can lead to identifying potential impacts on NW interfaces. RAN2 therefore needs to acknowledge existent RAN3 agreements and ensure to always make decisions within RAN2 domain.
Proposal 4	RAN2 assumes that AIML models can be transferred/delivered "over-the-top". FFS on how to handle LCM aspects for this case.
Proposal 5	Consider Observations 9 to 14 when considering MDT as a possible data collection framework.
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