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1 Introduction
There have been a few contributions [1], [2]that argue that the LCP procedure needs to be enhanced for XR. In this contribution, we analyse the arguments made by those papers and demonstrate that the current LCP mechanism works well for XR and does not warrant further enhancements for XR.
2 Discussion
The following arguments are put forward as reasons to modify the existing LCP procedure:
Argument 1. High priority PDU set arrival will pre-empt the transmission of earlier low priority PDU sets which have limited delay budget available to complete its transmission. This results in failure of transmission of the low priority PDU set within its PSDB. [1]
It should be noted that we have a mechanism for priority inversion in the LCH procedure, i.e. the use of buckets (Bj). We prioritise the transmission of Bj amount of data from a low priority LCH before the transmission of remaining data from a high priority LCH as illustrated in Figure 1. 
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This procedure still maintains some form of priority-based fairness, i.e. buckets are served in priority order of LCHs. We should also keep in mind that the NW is always aware of new traffic arrival and the amount of data pending on each LCH from BSR reports. If the NW correctly configures bucket size limits of LCHs based on the traffic they carry, the transmission of PDU sets within their delay budgets can be ensured simply by appropriately scheduling transport blocks of sufficient size to ensure that all ‘buckets’ of prioritised traffic are served.
Observation 1: The use of ‘buckets’ in the LCH procedure already ensures that at least some data from low priority LCHs can be prioritised over high priority LCH data.

Argument 2. Transmission of bursty XR traffic will require that a LCH’s PBR to be larger than its average bit rate resulting in the NW having to trade NW capacity for delay performance. [2]
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Figure 2: Bucket maintenance in LCP mechanism
While it is a fair point that bursty traffic is not represented well when modelled using average bit rates, a LCH’s PBR can be seen as different from its average bit rate. The argument that when setting the PBR to a value higher than the average bit rate of a LCH, we end up trading NW capacity for delay performance would be true only if we ignore the maximum bucket size. By limiting the amount of prioritised data (as per PBR) by the maximum bucket size, the NW can ensure that only a specific amount of data (corresponding to a data burst) from a LCH will be prioritised by the PBR. As a result, when transferring periodic bursty data, it’s perfectly reasonable for the NW to use a higher PBR than the average bit rate of a LCH when used in combination with an appropriate maximum bucket size. 
Observation 2: The maximum ‘bucket size’ coupled with a PBR that’s higher than the average bit rate of a LCH can be used to ensure timely transmission of bursty periodic data such as that seen with XR, without affecting NW capacity.
Considering the priority inversion mechanism already in place for the LCP mechanism together with its associated bucket size limits, the current LCH procedure will work well for XR traffic and no further enhancements are needed to this procedure.
Proposal 1: The current LCH procedure with its bucket-based prioritisation mechanism is sufficient to ensure timely transmission of XR traffic and no further enhancements are needed.
3 Conclusion
In this contribution we observe that:
Observation 1: The use of ‘buckets’ in the LCH procedure already ensures that at least some data from low priority LCHs can be prioritised over high priority LCH data.
Observation 2: The maximum ‘bucket size’ coupled with a PBR that’s higher than the average bit rate of a LCH can be used to ensure timely transmission of bursty periodic data such as that seen with XR, without affecting NW capacity.
Based on the observations above, we propose:
Proposal 1: The current LCH procedure with its bucket-based prioritisation mechanism is sufficient to ensure timely transmission of XR traffic and no further enhancements are needed.
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