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1. Introduction
The discussions of AI/ML for Air Interface study item have been started since RAN2 119bis e-meeting and expand its scopes in RAN2 120 meeting. Due to the time limit of the last meeting, not all topics under this item had been discussed thoroughly, the delegates mainly debated on the following three sub-topics:

· Model transfer/delivery
· Model identification/registration
· Data collection

Besides, model monitoring, model training, model inference and UE capability are other hot topics with high popularity in companies’ contributions. 

In this contribution, we present our views on the above sub-topics of the general aspects of AI/ML methods of air interface.

2. Discussion
Currently, RAN1 and RAN2 are discussing this AI/ML topic in a parallel way, in the recent RAN1 111 meeting hold in Toulouse, the debate among companies for some topics, such as model transfer/delivery and model identification/registration were quite fierce and universally accepted agreements were difficult to reach. Since RAN2 discussion for AI/ML is subject to RAN1 agreements and cannot proceed detailed discussion beyond RAN1’s decision, our views will only be based on the existing RAN1 agreements and the concurrent and potential RAN2 solutions on AI/ML general methods.

2.1 Model transfer/delivery
In RAN1 discussions, the terminology of model transfer and model delivery were defined as:

	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



It can be understood model delivery is a more generic terminology than model transfer, which limited to over the air model delivery with signaling impacts. Moreover, the difference between model transfer and model delivery can be further observed from three NW-UE collaboration levels agreed in RAN1.

	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels.
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.



In the last RAN2 meeting, the following agreement had been made for model transfer/delivery:

	· For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions.



The above agreement is relatively general as just a starting point for the following discussion, the rapporteur raised a post-meeting discussion on this issue and already finished the first-round comment collection, the several sub-topics have been commented by multiple companies, the preliminary summaries have been given by the rapporteur as the form of proposals as follows:

	Proposal 1: Use the wording “model transfer/delivery” for the RAN2 study.
Proposal 2: Agree to discuss the following solutions in phase 2:
· Option 1: Model transfer/delivery between UE and gNB via CP and UP solutions
· Option 2: Model transfer/delivery between UE and CN (except LMF) via CP and UP solutions
· Option 3: Model transfer/delivery between UE and LMF via CP and UP solutions
· Option 4: Model transfer/delivery between UE and server
Proposal 3: The discussion on model delivery between network entities is postponed.
Proposal 4: Agree on Table 2a for the RAN2 study and it can be used for further discussions.
Table 2a: The relations between the architectural assumptions and applicable use cases
	Architectural assumptions
	Applicable use cases

	Option 1
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for this option.

	Option 2
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for this option.

	Option 3
	Positioning accuracy enhancement

	Option 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement






2.1.1 General Considerations
Based on the discussions and comments among companies in the pre-meeting email discussion [1], it is obvious that there is no single solution for model transfer/delivery which outperforms its counterparts, so it is not suggested to preclude any potential solutions at this stage, and take the above table agreed in [1] as a list for pilot study to save workload and provide guidance for potential further studies. However, in the pilot study list, there are still many solutions for both control-plane based, and user-plane based, from our point of view, a further preliminary prioritization is necessary among all listed solutions. Some selection principles may be taken into consideration, for one of the options, 
· If the current specification can be followed or reused as starting point to proceed.
· If it is naturally suitable or inevitable for one or more specific use cases or sub use cases, such as two-sided models.
· To what extent it has RAN2 specification impact.
· To what extent it must involve extra workloads of other WGs.
In table 1, we give some comments for the selection of potential prioritized options.

Table 1	Observation for model transfer/delivery options
	Option 1 CP Solution
	Worthy of discussion based on the existing RRC layer framework, mild RAN2 specification impact is expected, with high potential to spread the usage for two-sided model transfer and even data transfer. Drawbacks are obvious at the same time; the study point should be how to deal with the most noticeable cons for this solution.

	Option 1 UP Solution
	Brandly new mechanism must be introduced to enable this solution, not recommend having study at this stage.

	Option 2 CP Solution
	Existing NAS signal can be followed for further study, and some issues such as multi-vendor interoperability can be alleviated, however, there is very few RAN2 specification impact, so it is better to keep an eye on this solution with fewer deeper discussions on it.

	Option 2 UP Solution
	May need to involve certain SA2 workload, however, this solution can naturally follow the current CN framework and can be a decent alternative for CP-based option 1, we suggest studying this solution as priority unless all UP solutions are decided to be precluded. 

	Option 3 CP Solution
	Compared with other solutions, it seems to be the only one with existing specification support that can be served for positioning, and the LPP messages and signaling can be expanded for the preliminary study to enable model transfer between LMF and UE, so this solution is preferred to be kept.

	Option 3 UP Solution
	This solution is not ready for discussion at this stage, more information must be given from other WG for further decisions.

	Option 4
	This option has no RAN2 specification impact, it can be regarded as a reference for other options, but detailed discussion is unnecessary. 



It can be seen from the table above, RAN-sided control plane option can start from the current specification for RRC messages with certain enhancements or new designs, therefore, we suggest prioritizing the study on this option. What is more, LMF-sided control plane option can naturally provide solutions for the AI/ML positioning enhancement use case, because there is sufficient LPP messages between LMF and gNB which covers almost everything for the positioning procedure, furthermore, the LMF is allowed to be deployed for both the AI/ML model and the positioning calculation function, and it can also be used as the destination for data collection procedure by AI/ML positioning lifecycle management, therefore, we believe that control-plane based option 3 deserves prioritized study.

Proposal 1 For control-plane based options, study the solutions of option 1 and 3 as prioritized options based on the existing RRC and LPP messages.

On the other hand, the RAN-based user-plane solution is transparent to the current RAN protocol stacks, the user data is transmitted via the tunnel between UPF of the core network and the UE, gNB cannot see or manipulate anything transmitted through the tunnel, so if this option need to be established, big and complicated specification modifications have to be considered, new mechanisms such as new DRB type or layers have to be introduced to enable the RAN-based user-plane solutions, so we suggest deprioritizing this option at this stage, and not to preclude the potential further study if future progress made from other WGs. 
The similar issues also apply for the option of LMF-based user plane option, although there are some related discussions in SA2 ongoing, at least no conclusions made so far for this option. And the CN-based user plane option is naturally suitable for further discussion, the CN can make use of the existing type of DRB to carry the large-sized model without too many RAN2 specification impact, so if UP solution needs to be discussed separately for the compensation of the RAN-based CP solution, the CN-based UP option should be prioritized for study.

Proposal 2 For user-plane options, prioritize the study of core network-based solutions to be based on current spec framework to minimize RAN2 spec impact.

In the following sub section, we present our views on the details of RAN-based CP solution and CN-based UP solution, respectively.

2.1.2 User-plane and Control-plane solutions
  
1) CN-based User-plane solution
The UPF oversees the management, routing/re-routing and other functions of the user data, the UE will directly request/be configured PDU sessions with UPF and left gNB as transparent. However, gNB can be regarded as other functional entity which may start/stop the procedure or collect real-time information from UE via RRC messages and subsequently affect the model transfer/delivery. We prefer not to introduce more mechanism other than UPF for the User Data transmissions in the core network. Figure 1 is one example of UE-CN User Plane solution.Assistance Info/Config via RRC Messages
Assistance Info/Config via RRC Messages
PDU Session Setup Request
DRB Setup and Model Transfer
UPF
gNB
UE

Figure 1 UP solutions between UE and CN
From the above figure we can see that the RAN2 impact for this solution is mere, and the assistance information between gNB and UE deserve more attention.

2) RAN-based Control-plane solution
There are multiple options for CP-based solutions, and the size will be a shared issue no matter which messages to carry the model related data, the data segmentation and data selection for transmission may be solutions for model transfer by SRBs. Assistance information should be exchanged among entities on how to manage the data segmentation, the data selection, and the model restorations. The data being transferred can be seen and monitored therefore more configuration/re-configurations messages can be exchanged for better quality of transfer.

As one example, the CP solution between UE and gNB can be seen below in Figure 2,
Assistance Info exchange for monitoring or re-config
gNB
UE
Model Transfer Triggered and Config Info for segmentation etc.
SRB setup for model transfer


Figure 2 Information exchange for CP-solution between UE and gNB

In this option, the RRC message is visible for gNB and UE, and the contents can be configured for better performance, as one alternative, the gNB and UE can have information exchange via UE capability enhancement, new signaling on UE capability for the support of model transfer, capability for compiling the model and capability for model size, format and other properties is pre-requisite for model transfer.

Proposal 3 New signaling on UE capability report for model transfer should be considered, the key aspects for reporting include:
· Capability of supporting model transfer
· Capability of supporting specific transfer type, size, and format.
· Capability of supporting partial transfer and segmentation transfer.
In table 2, we give some of the pros and cons to compare these two options.

Table 2	Comparisons of RAN-based CP and CN-based UP options

	Options
	Benefits
	Issues

	RAN-based CP
	· Higher reliability/robustness and lower latency compared to UP solution.
· Controllable in RRC layer for flexible configuration, customized partial transmission is available.
· Can follow current RRC message framework.
	· Cannot afford to carry large-sized model, too many numbers of segmentations are necessary.
· New RRC messages may need to be defined for carrying the models, how to standardize the model information (e.g., structure and parameters) in RRC syntax for the receiver side to understand is pending for discussion.
· May cause handover issues.

	CN-based UP
	· Be able to handle large-sized models.
· Less Specification impact by reusing current UPF mechanism.
· No need to worry the model information standardization issues.
	· Lower reliability/ robustness and higher latency compared to CP solution.
· Models are transferred as user data, which is transparent to RAN, configuration and monitoring are difficult, and model format may vary per vendor.
· May require additional works for other WGs such as SA2, and RAN2 may have to wait for their further progress to proceed the study.



As can be seen from the above table, basically there is no perfect solution to meet all requirements for the model transfer, there are benefits and drawbacks for both CP and UP options, further study is necessary for both options with deeper consideration. The actual requirements must be taken into consideration per use case and per scenario, e.g., some applications require real-time updating with small-sized model, then maybe several RRC messages are sufficient.

Observation 1 Both RAN-based control-plane and CN-based user-plane options have pros and cons by considering various aspects.

Proposal 4 Study the mechanisms and related specification impact to mitigate the cons of RAN-based control-plane solutions, mainly the issue of the model size.

2.2 Data collection
There was no new agreement made in RAN1 111 meeting for the general aspects of AI/ML method, so we recite the conclusion made in RAN1 110bis e-meeting as reference.
 
	Conclusion (R1-110bis-e)
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)



As we proposed in [2] in the last meeting, multiple aspects are necessary for establishing a data collection framework, such as the data transfer, label collection, data requirements per use case or per LCM function, data quality check and so on, therefore, an overall data collection framework across RAN1, RAN2 and even other WGs may be necessary to fulfill the entire duty for data collection management and the information exchange between data collection and other LCM blocks. 

In this contribution, we focus on the general aspects of data collection framework which are almost transparent to the use case level, that is, the part in charge of general management of data rather than caring about the details from specific use case’s point of view.

The starting point is to go through the existing data related framework such as logged MDT and check if it is sufficient for the AI/ML data collection function requirements. Basically, there is no overall data collection framework to be designed to cover everything needed for AI/ML, e.g., the diversity of the data required, the flexibility for data transfer and processing, and the requirements of big data generation for AI/ML training or updating. Therefore, to complete reuse the existing frameworks or procedures for AI/ML data collection seems to be a mediocre option at this stage, especially for the general part of the framework, so we believe it is necessary to have some more studies on how to optimize or expand the current framework to meet the AI/ML LCM requirements.

Proposal 5 Study on the optimization or expansion of the current data collection framework and other related measurement reporting framework for AI/ML data collection on the lifecycle management function basis.

From our prospective of view, there are several further aspects under consideration for data collection framework which may be defined by RAN2. First of all, according to the observation from RAN1 discussion per use case, the data collection can be used by both online procedure such as model monitoring, and offline procedure such as model training, the major difference between them is the requirement of real-time and non-real-time actions. At this stage, we prefer to prioritize the data collection for offline procedure such as offline training for detailed study, in this case, extra real-time constraints for designing the procedure can be avoided. 

Secondly, we have noticed that the data collection procedure requires the potential data (or dataset) transfer among entities, as similar considerations for large-sized data block for transmission, it is suggested that solutions proposed in model transfer can be reused or followed for data transfer in order to save specification effort, e.g., the data can be carried by SRBs defined in control-plane solutions by RRC messages.

Moreover, the data for offline training are mainly collected in UE side as the channel measurement results, for scheduling the uplink resources, it is possible to send a bunch of stored training data together to the UE when the traffic load is mild. Therefore, the signaling and procedure for the batch data transmission from UE to NW are necessary for further study.

Proposal 6 The study of offline data collection should be prioritized.

Proposal 7 Model transfer framework and solutions may be reused or followed by data (or dataset) transfer among entities for specification effort saving.

Proposal 8 Uplink batch data transmission should be studied to support offline training.

2.3 Model identification
This subtopic was labelled as model registration and model ID before RAN1 111 meeting, however in RAN1 111 meeting, the terminology has been modified into model identification, and many debates had occurred around this topic. RAN1 has given the following definition of model identification.

	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 



In RAN2 120 meeting, we have the following agreement:

	· R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
· R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 



From the above tables, it can be seen that the relationship between the model identification and functionality identification has not been cleared out yet, and RAN2’s agreement is very general, but at least the definition of model identification/registration still remains to be “model ID” and the essential considerations for designing the “model ID” system will be almost constant whenever which direction RAN1 will follow. Therefore, although RAN2 still need to wait for RAN1’s final decision for the next step discussion, we think that the usage and contents of the “model ID” can be studied prior to the determination of the final terminology used for model identification.

From our point of view, the usage of the model ID can be classified as two categories, which are connected to two types of model lifecycle management, respectively. The two LCM types can be defined as 1) non-real-time LCM and 2) real-time LCM. The former is mainly used to the offline procedures of LCM, such as model training, model update, model deployment, data collection; and the latter is mainly use to the online procedures of LCM, such as model inference, model activation/deactivation, model switching, model monitoring. When model is under offline lifecycle management procedures, a permanent (or long-term) identifier with certain format carrying several basic model information is necessary to the models for being recognized and discriminated in the network, for protecting the model proprietary information, the model ID can be assigned by the model developer or model proprietary owner. However, in order to solve interpretability issues among vendors, a unified ID format should be aligned first, the potential model ID for offline LCM procedures may include the vendor information, model version information and other model proprietary information. 

On the other hand, there will be another format for the temporary (or short-term) model ID used by online real-time LCM procedures, e.g., if one use case starts the model switching procedure, it has to know the prepared models ready for monitoring and switching, at this time, the vendor information, model functionality and so on are not important for making the switching decision, the NW or UE just need to have an short identifier to distinguish different models. Therefore, for model ID type of online LCM procedures, a relatively shorter identifier can be assigned by the NW for a certain LCM procedure, this identifier may be released upon the ending of this procedure.

Observation 2 The model identifier can be classified as two types, one for offline non-real-time LCM procedures and the other for online real-time LCM procedures.

Proposal 9 Study the detailed formats of the model IDs used in offline non-real-time and online real-time procedure, respectively. 

There should be some connections between the two types of model IDs, typically, the long-term model ID is reported from UE to the network for the purpose of registration, the network will only select related models with assigned short-term IDs after the online LCM procedure is triggered, and this short-term IDs will be sent to UE for further actions, signaling and procedure to realize the linkage between the these two types of model IDs are worthy of study.

Proposal 10 Study the signaling and procedure to realize the linkage between these two model ID types.

2.4 Model Monitoring
Two RAN1 meeting agreements are listed as follows:
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs.
0. Monitoring based on system performance, including metrics related to system performance KPIs.
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution.
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition.
Note: Model monitoring metric calculation may be done at NW or UE.

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance.
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures.



From the above agreements, it can be seen that model monitoring has been discussed in RAN1 meetings for a long time on many details such as metrics design and monitoring type in both general aspects and per sub use cases, from RAN2’s point of view, the details of the monitoring metrics, KPIs and so on are defined by use case discussions in RAN1, RAN2 is in change of the signaling design to enable the data/ground truth generation and the necessary assistance information exchange among entities. Some key points are necessary for detailed study such as data/label generation, quality/applicability check and monitoring entity mapping.

Proposal 11 Study signaling and procedures for model monitoring, especially for data/label generation, data/label quality and applicability check, and model monitoring entity mapping. 

Another important aspect of model monitoring is the follow-up actions performed after obtaining the monitoring results, these actions include model activation, deactivation, selection, switching, fallback, and update (including re-training and fine-tuning), the mechanism and specification impacts for above mentioned actions should be studied in detail. Furthermore, in terms of the fallback operations, three options need to be considered: 1) fallback from AI/ML method to conventional; 2) fallback from AI/ML model from newer version to older version; 3) fallback from conventional method to AI/ML model. To realize these three options, the model monitoring must be performed for 1) activated (currently working) models 2) activated and previously activated models 3) standby models, so far, the study for model monitoring is focused mainly on option 1, the concurrent study on options 2 and 3 should be considered in parallel.

Proposal 12 Regarding model monitoring and follow-up actions including model activation, deactivation, selection, switching, fallback, and update (including re-training), RAN2 study mechanism and specification impacts for above mentioned actions based on monitoring results.

Proposal 13 Study signaling and procedures for supporting model monitoring with different fallback, recover or model switching operation types as:
· Fallback from AI/ML method to conventional method.
· Recover from conventional method to AI/ML model.
· Model switching from AI/ML model from newer version to older version.

3. Conclusion
Based on the above discussions, we give the following observations and proposals:

Observations:

Observation 1 Both RAN-based control-plane and CN-based user-plane options have pros and cons by considering various aspects.

Observation 2 The model identifier can be classified as two types, one for offline non-real-time LCM procedures and the other for online real-time LCM procedures.

Proposals:

Proposal 1 For control-plane based options, study the solutions of option 1 and 3 as prioritized options based on the existing RRC and LPP messages.

Proposal 2 For user-plane options, prioritize the study of core network-based solutions to be based on current spec framework to minimize RAN2 spec impact.

Proposal 3 New signaling on UE capability report for model transfer should be considered, the key aspects for reporting include:
· Capability of supporting model transfer
· Capability of supporting specific transfer type, size, and format.
· Capability of supporting partial transfer and segmentation transfer.

Proposal 4 Study the mechanisms and related specification impact to mitigate the cons of RAN-based control-plane solutions, mainly the issue of the model size.

Proposal 5 Study on the optimization or expansion of the current data collection framework and other related measurement reporting framework for AI/ML data collection on the lifecycle management function basis.

Proposal 6 The study of offline data collection should be prioritized.

Proposal 7 Model transfer framework and solutions may be reused or followed by data (or dataset) transfer among entities for specification effort saving.

Proposal 8 Uplink batch data transmission should be studied to support offline training.

Proposal 9 Study the detailed formats of the model IDs used in offline non-real-time and online real-time procedure, respectively. 

Proposal 10 Study the signaling and procedure to realize the linkage between these two model ID types.

Proposal 11 Study signaling and procedures for model monitoring, especially for data/label generation, data/label quality and applicability check, and model monitoring entity mapping. 

Proposal 12 Regarding model monitoring and follow-up actions including model activation, deactivation, selection, switching, fallback, and update (including re-training), RAN2 study mechanism and specification impacts for above mentioned actions based on monitoring results.

Proposal 13 Study signaling and procedures for supporting model monitoring with different fallback, recover or model switching operation types as:
· Fallback from AI/ML method to conventional method.
· Recover from conventional method to AI/ML model.
· Model switching from AI/ML model from newer version to older version.
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