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1 Introduction

In paper [1], general issues to support AI for air interface have been discussed, including Network-UE collaboration, AI model LCM. this paper, we discuss use case specific issues with possible RAN2 impacts related to CSI feedback enhancement, beam management, and positioning. 
2 Discussion
2.1	CSI feedback enhancement
	RAN1 Agreement 
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 



Some of RAN1 agreements related to AI/ML based CSI feedback enhancements are listed above. It can be noticed that among sub use cases under RAN1 discussion, the essential idea is to use AI/ML model either for CSI temporal/spatial/frequency domain prediction or compression, or both. Besides, among all sub use cases, for UE to perform AI/ML model training/inference with some Network-UE collaboration (e.g., level y or z), in our understanding the CSI-RS resource(s) used for AI/ML model training/inference needs to be explicitly configured by the gNB to the UE. From RAN2 point of view, RAN2 shall at least discuss whether such configuration is provided in legacy way (e.g., legacy CSI report configuration) or some AI/ML model related enhancements are needed.
Note that in legacy, a UE configured with feeding back a CSI report to the network is expected to receive a CSI reporting configuration that identifies the CSI-RS resource(s) corresponding to channel/interference measurement, the report quantities that are expected to be measured by the UE based on the configured CSI-RS resource(s), the format(s)/codebook type corresponding to each of the configured reporting quantities, as well as the time-domain behaviour of the CSI report(s) that are expected to be fed back by the UE. 
For AI/ML-based CSI reporting, possible enhancements to the CSI reporting configuration should be studied for level y or level z Network-UE collaboration. Examples of such enhancements are as follows,
· Whether a distinct reporting configuration is specified for AI/ML-based CSI feedback, e.g., AI-based CSI reporting configuration. This would depend on the collaboration level as well as the use case. For instance, a standalone AI-based CSI reporting configuration for Level y.
· Introducing CSI reporting configuration parameters corresponding to training data feedback by the UE (in case real training data feedback of the CSI is supported) for initial training or for model update/adaptation phase. Note that such data may not be equivalent to PMI reported via legacy codebook types, i.e., the network may configure the UE with feeding back the training data to the network in a format that is distinct from that of PMI, e.g., a new report quantity may be introduced for training data. 
· Introducing CSI reporting configuration parameters corresponding to AI model parameters in case of AI model transfer, e.g., details of the AI-based auto-encoder in case the model training is applied at the UE, parameters corresponding to an NN model, e.g., number of nodes, hidden layers, activation function, etc. 
· Introducing CSI reporting configuration parameters corresponding to performance metric measurement and feedback for AI model parameters, e.g., reporting CQI corresponding to CSI-RS resources that are beamformed via AI model at the network, compared with the CQI corresponding to CSI-RS resources that are non-beamformed, or beamformed via conventional/legacy approaches.
[bookmark: _Toc100923938][bookmark: _Toc100924004][bookmark: _Toc102128546][bookmark: _Toc102128593][bookmark: _Toc127518842]Upon RAN1 progress, RAN2 studies possible CSI measurement/reporting configuration enhancements for AI-based CSI feedback with Network-UE collaboration.


2.2	Beam management
	RAN1 Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded

Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the  N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)



Some RAN1 agreements related to AI/ML based beam management, the AI/ML based beam management is essentially about the spatial-domain and temporal-domain beam prediction. One RAN2 impact would be the possible enhancement to the configuration signalling that provides the SSB/CSI-RS information related to the beam measurement/report for AI/ML based beam management, especially when Network-UE collaboration is required, as also mentioned in RAN1 agreements.  
Similar as the discussion for AI/ML based CSI feedback enhancement, the configuration related to beam measurement/reporting could be provided in a dedicated way (e.g., contained in a new RRC IE), so UE can distinguish it from legacy beam measurement/reporting configuration. Besides, some configuration related to AI/ML model transfer/monitor can also be provided, which is dependent on the RAN1 Network-UE collaboration discussion. 
[bookmark: _Toc127518843]Upon RAN1 progress, RAN2 studies possible beam measurement/reporting configuration enhancements for AI-based beam management with Network-UE collaboration.

Besides the configuration aspect, RAN2 needs to also consider possible impact related to the beam measurement/reporting procedure. The beam measurement and beam reporting procedure specified in NR Rel-15 is based on the CSI reporting framework, where a channel measurement resource set including multiple SSB resources or multiple NZP CSI-RS resources are configured for a CSI report configuration, and the UE shall measure the L1-RSRP of each resource and select the top-K CRIs/beams and indicate together with their corresponding measured L1-RSRP in a CSI report.
In our understanding, the legacy CSI reporting framework can be adjusted/enhanced to help with NW-centric or UE-centric beam prediction. 
In case of NW centric beam prediction, it is NW that makes the beam prediction based on beam measurement report from UE. the L1-RSRP measurement results of measurement beam set B can be achieved by Rel-15 beam measurement and beam report framework by configuring the measurement beam set B as the channel measurement resource for a CSI report. However, if the number of beams within the measurement beam Set B is too larger, the number of beams within a beam report, i.e., in a CSI report, should be increased. 
In case of UE centric beam prediction, after UE makes beam prediction based on the measurement of beam set B configured by UE, UE can either send the prediction result to NW (e.g., measure beam set B but report predicted beam set A) or not upon NW configuration.
[bookmark: _Toc127518838]Legacy CSI reporting framework can be adjusted/enhanced for NW-centric or UE-centric beam prediction, which is upon RAN1 discussion. 

Besides reporting the L1 beam measurement result, it is also under discussion if UE can report other information as captured in RAN1 agreements, e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, predicted beam failure. In our understanding, the motivation behind reporting the listed information is similar to the legacy BFR procedure supported in MAC protocol. 
In legacy BFR, if a beam failure is detected in a SpCell, UE will initiate a RACH procedure using candidate beam configured in advance. If a beam failure is detected in a SCell in CA, UE will generate a BFR MAC CE (as shown in Figure 1) and transmit to the gNB. In the BFR MAC CE, it indicates the detected beam failure as well as any good candidate beam from a list of candidate beams configured in advance.



Figure 1: Legacy BFR and Truncated BFR MAC CE with one octet Ci field

Considering the beam failure is detected and handled in MAC layer in legacy, instead of reporting everything in L1 signalling, RAN2 can consider supporting the predicted beam failure report in MAC layer, e.g., via a further enhanced BFR procedure. By indicating predicted beam failure for SpCell or SCell to gNB, the beam adjustment can happen in a pro-active way to avoid actual beam failure and random access which cause service interruption.
[image: ]
Figure 2: Report predicted beam failure to avoid the interruption caused by real beam failure 

[bookmark: _Toc127518839]Legacy beam failure detection and beam failure recovery procedures are handled in MAC layer.
[bookmark: _Toc127518844]RAN2 studies possible impacts on beam recovery procedure considering UE’s capability of beam prediction.

2.3 Positioning
	RAN1Agreements
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· [bookmark: _Hlk115264170]AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 

Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded



Some RAN1 agreements related to AI/ML based positioning are listed above. The IIOT indoor factory scenario is prioritized. And there are two types, namely direct AI/ML positioning (e.g., fingerprinting) and AI/ML assisted positioning (e.g., NLOS/LOS). 
Similar as the discussion for the other two use cases, the configuration related to PRS measurement/reporting could be provided in a dedicated way (e.g., contained in a new IE), so UE can distinguish it from legacy beam measurement/reporting configuration. Besides, some configuration related to AI/ML model transfer/monitor can also be provided, which is dependent on the RAN1 Network-UE collaboration discussion. 
[bookmark: _Toc127518845]Upon RAN1 progress, RAN2 studies possible PRS measurement/reporting configuration enhancements for AI-based positioning with Network-UE collaboration.

As an example of direct AI/ML positioning, RF Fingerprinting is a well-known positioning technique, which leverages RSS measurements collected offline which are then mapped to ground truth locations. Any subsequent measurements received by the UE during the online phase are then mapped to these ground truth locations, in order to determine a UE’s location. Since legacy positioning discussion and information exchange are grouped in a per positioning method manner (e.g., ODOA, A-GNSS, Enhanced Cell ID etc.) and any direct AI/ML positioning method (e.g., fingerprinting) can be regarded as a new positioning method after all, the signalling design can follow legacy principle, e.g., for each direct AI/ML positioning method introducing new IE in existing LPP message carrying all relevant capability/assistance information.  

[bookmark: _Toc115180859][bookmark: _Toc127518840]Legacy LPP protocol is designed to serve different positioning methods, and information carried in LPP messages is also grouped in a per positioning method way.
[bookmark: _Toc127518846]RAN2 considers each direct AI/ML positioning method (e.g., fingerprinting) as a new positioning method.

In terms of AI/ML assisted positioning, it has been well-established that NLOS and multipath effects have detrimental positioning performance arising from ambiguous path and time-of-arrival (ToA) measurements. In Rel-17, multi-path (additional path) report enhancements and LOS/NLOS indication were introduced in order to address the issues prevalent in Indoor factory scenarios. Enhancements included:
· The maximum number of additional paths that can be reported is increased (up to 8) with per path RSRP measurements and associated relative timing supported. 
· Multiple UL-AOAs (up to 8) per additional path reporting is supported for the UL-TDOA and Multi-RTT positioning methods. 
· The LOS/NLOS indicator was introduced that can be associated with specific measurements, DL/UL reference signals / resources for positioning. 

[bookmark: _Hlk101547603][bookmark: _Toc127518841]Rel-17 already supports reporting enhancements for NLOS and multipath effects.

Since AI/ML assisted positioning is essentially adding information/value to legacy non-AI/ML positioning method rather than a new positioning method, information related to AI/ML assisted positioning should be carried inside the existing IE for different legacy non-AI/ML positioning method.

[bookmark: _Toc127518847]RAN2 considers AI/ML assisted positioning as enhancement to legacy non-AI/ML positioning method rather than a new positioning method.

In an IIOT factory scenario as prioritized by RAN1, in our understanding, the devices moving inside the factory should be known by the factory owner and the positioning service vendor. In that sense, one practical implementation to train and use an AI/ML model (e.g., fingerprinting) would be that 
· LMF configures and collects training data (e.g., radio measurement and ground truth location) from devices inside the factory
· LMF trains an AI/ML model (e.g., fingerprinting)
· LMF transfers the AI/ML model to each device
· The device performs AI/ML inference and determine the location from radio measurements
Although many details shall be studied and discussed considering RAN1 progress, e.g., procedure to collect training data, or transfer AI/ML model, etc. RAN2 can at least consider UE-based positioning using AI/ML model transferred from LMF as a primary scenario for IIOT factory positioning. 
[bookmark: _Toc127518848]For IIOT factory positioning, RAN2 considers UE-based positioning using AI/ML model trained by the LMF as a primary scenario for the sake of discussion.
3	Conclusion

Based on the discussion above, we observe:
Observation 1	Legacy CSI reporting framework can be adjusted/enhanced for NW-centric or UE-centric beam prediction, which is upon RAN1 discussion.
Observation 2	Legacy beam failure detection and beam failure recovery procedures are handled in MAC layer.
Observation 3	Legacy LPP protocol is designed to serve different positioning methods, and information carried in LPP messages is also grouped in a per positioning method way.
Observation 4	Rel-17 already supports reporting enhancements for NLOS and multipath effects.


Based on the discussion above, we propose:

Proposal 1	Upon RAN1 progress, RAN2 studies possible CSI measurement/reporting configuration enhancements for AI-based CSI feedback with Network-UE collaboration.
Proposal 2	Upon RAN1 progress, RAN2 studies possible beam measurement/reporting configuration enhancements for AI-based beam management with Network-UE collaboration.
Proposal 3	RAN2 studies possible impacts on beam recovery procedure considering UE’s capability of beam prediction.
Proposal 4	Upon RAN1 progress, RAN2 studies possible PRS measurement/reporting configuration enhancements for AI-based positioning with Network-UE collaboration.
Proposal 5	RAN2 considers each direct AI/ML positioning method (e.g., fingerprinting) as a new positioning method.
Proposal 6	RAN2 considers AI/ML assisted positioning as enhancement to legacy non-AI/ML positioning method rather than a new positioning method.
Proposal 7	For IIOT factory positioning, RAN2 considers UE-based positioning using AI/ML model trained by the LMF as a primary scenario for the sake of discussion.

4	Reference
[1] R2-2300950	AI for air interface general issues	Lenovo

image1.emf
C

7

SP C

6

C

5

C

4

C

3

C

2

C

1

AC R Candidate RS ID or R bits

...

AC R Candidate RS ID or R bits


Microsoft_Visio_Drawing39.vsdx
C7

SP
C6
C5
C4
C3
C2
C1
AC
R
Candidate RS ID or R bits
...
AC
R
Candidate RS ID or R bits



image2.png
BFD &:curs BF‘;R

l \ l 5 BFR after BFD

occurrence in legacy

Report predicted  gNB reconfigures UE :
beam failure with new beam |
l : Predict and
T reconfigure beam
| before BFD
i occurrence

Interruption




