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[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
In RAN2#119bis-e meeting, RAN2 started the discussion on Rel-18 AI/ML over air interface and made following assumptions.
	Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed
R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
[bookmark: OLE_LINK60]R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
[bookmark: OLE_LINK59]R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.


RAN2 also discussed how to progress the work and assumed that e.g., for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capability has a role in this. Chair assumes that we will input on various aspects when the time is right, and e.g., postpone things that obviously need R1 decisions, but there could be some rare exception.
Based on current RAN1 progress and agreements/working assumptions/conclusion achieved in the previous meetings, we discuss some aspects of LCM which have less RAN1 dependency, including data collection, model transfer, model format, support of model change during mobility, model control and model monitoring. 
LCM 
In RAN1#110e meeting, RAN1 agreed to study the following aspects for life cycle management (LCM). 
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· UE capability and [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability


In the following subsections, we discuss the aspects of LCM which required RAN2 investigation. 
0. Data Collection
In RAN1#110b-e Meeting, RAN1 concluded that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact. According to the ongoing email discussion on data collection [1], we should study data collection solutions for both network-sided and UE-sided AI/ML model and analyze the data collection requirements and solutions for the different LCM purposes. 
Data collection requirements for different purposes is quite different. For example, data collection for offline training takes time and does not have stringent latency requirements.  The data collection function may broadly collect data from a large number of UEs over a relatively long period of time. The data can be logged for a certain period of time and then collected all at once. The size of the data would be large. As a result, data collection for offline training is characterized by less stringent latency requirements, large data sizes, and longer validity time. 
Compared to data collection for training, data collection for monitoring may have opposite requirements. ​Whenever data is collected to monitor intermediate KPIs or system performance KPIs in the model monitoring process, it needs to reflect the instantaneous performance. Data collection for monitoring may be performed on-demand or periodically while the AI/ML algorithm is in use. Data collection for monitoring is characterized by time-critical latency requirements, limited data size, and short validity time. It is expected that data collection requirements for model inference are similar as for model monitoring. 
Observation 1: Data collection requirements for different purposes are distinctively different, implying different solutions need to be considered. 
The existing data collection framework is appliable for data collection for purposes of inference and model monitoring, but whether it is applicable for offline training should be studied, especially for UE-sided model development. It is known that model training requires big data set of high quality to guarantee the performance of the AI/ML model, it is not practical to collect data and train model purely on UE devices to generate UE-sided AI/ML model. The practical way is that the data is collected by UEs and transferred to an OTT server, where big data set is built and the AI/ML model is trained and developed, just as illustrated in Figure 1. In this case, besides the existing data collection methods through RRC or L1 signaling, data delivery through UP channel is a reasonable way especially for offline training. Even if the data delivery through UP channel is transparent to air interface, it may not be out of 3GPP scope and requires SA2 involvement, considering the OTT server can be a trusted or an untrusted server and both the security and privacy requirements need to be considered. In order to build the systematic picture for data collection, data delivery through UP channel should also be considered. 
Proposal 1: RAN2 consider data delivery through UP channel from UE to a server, where data set is built. SA2 needs to be involved. FFS when and how to involve SA2.

 
Figure 1 Data collection by OTT server through UP channel
0. Support of AI/ML model Change during Mobility
From RAN2 aspect, one valid question is whether to support mobility for AI/ML operation over air interface. If mobility is not supported for AI/ML over air interface, the AI/ML operation may be disabled before handover is about to happen and then enabled after handover to the target gNB is completed. For collaboration Level z, model transfer may be always needed when the serving gNB for the UE is changed. Considering that the AI/ML model size may be large, it is obvious that model transfer over air interface upon each handover results in large amount of signaling overhead and consumes much system capacity. The mechanism to enable AI/ML model change/reconfiguration during UE mobility is desired. 
There are basically two scenarios to considered:
1. UE moves from one cell to another cell without AI/ML model change
1. UE moves from one cell to another cell with AI/ML model change
In the first case, the same AI/ML model is used in both the source gNB and the target gNB. There are two ways to make the AI/ML model continue to be used in the target gNB. One way is that UE uploads or downloads the AI/ML model whenever the anchor gNB or CN is changed.  The other way is that the source gNB forwards the AI/ML model or related information to the target gNB when handover happens. 
In the second case, different AI/ML models are used in the source gNB and the target gNB. There are generally two ways to change the AI/ML model. One way is that UE uploads or downloads the new AI/ML model when handover to the target gNB happens, just like full configuration. The other way is that only partial or some parameters of the AI/ML model is changed, using delta configuration. 
Observation 2: Considering AI/ML model may be cell dependent, vendor-based or cell-configuration based (indicated by RAN assistance information), different AI/ML models may be needed when UE moves from one cell to another. 
Proposal 2: RAN2 discuss the mechanism to support AI/ML change during UE mobility. 
Support of AI/ML model change during mobility for collaboration level z also needs to consider the model transfer options and the model format.  Model transfer through RRC message is compatible with current handover mechanism and easier to support AI/ML change during UE mobility. Model transfer through NAS message is also possible to support AI/ML change during UE mobility. However, if the AI/ML model is transferred through UP traffics, it is impossible to support AI/ML model change during UE mobility with current handover mechanism. If the AI/ML model is transferred in the format of runtime image, it is hard to support delta configuration. It’s also a big burden over the Xn interface if the model is transferred from one gNB to another.  If the AI/ML model is transferred in the format specified by 3GPP, model change during mobility can be supported in a much more signaling-efficient way. 
0. Model Format 
When the AI/ML is transferred between the network and UE, one important issue is in what kind of format and with what kind of description/information the model is transferred. In RAN1#111 meeting, RAN1 assumed that both proprietary model and open-format model are considered. 
Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 
	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

One type of proprietary format for model transferred is runtime image, i.e., one entity transfers the AI/ML model runtime image directly to the other entity. The other type of format/content is the open format such as ONNX or a new format specified by 3GPP. 
The AI/ML runtime image can be considered as an executable file for the receiving entity, which doesn’t need to understand exactly the AI/ML structure and parameters. It reserves the privacy and proprietary of the AI/ML model, which is intended to be implementation-specific without standardization. Therefore, it’s also possible to transfer the AI/ML model without specified format.  
One issue to transfer AI/ML model through runtime image is that the overall size of the runtime image is large. If the AI/ML model is transferred through RRC or NAS messages, it’s very likely that the runtime image is packed in a container. If the model is updated or finetuned, it’s impossible to support delta configuration to reduce the signaling overhead. 
Another issue is whether the AI/ML model image developed and tested in one platform is executable in another platform, considering the non-compatibility of the hardware, software as well as firmware between the different platforms. How to guarantee the compatibility and executability of the AI/ML model runtime image among different platforms is a practical issue to consider, especially in the multi-vender environment. 
Observation 3: AI/ML model transfer in the format of runtime image involves large overhead and is unable to support delta configuration if the model is updated or finetuned. 
Observation 4: One practical issue for AI/ML model transfer in the format of runtime image is how to guarantee the compatibility and executability of the AI/ML model among platforms of different vendors. 
If the AI/ML model format is a new format specified by 3GPP, the issues mentioned for AI/ML model runtime image can be avoided. However, one critical issue is that the AI/ML model format needs to be specified. Even if an existing format is used, 3GPP also needs to translate such format and make it explainable and configurable from specification point of view.  Based on the standardized format, model update can be supported by delta configuration.
Observation 5: AI/ML model format specified in 3GPP can make model transfer more efficiently and facilitate the model management at the gNB side.  But it requires more standardization effort to specify the AI/ML model format. 
Proposal 3: RAN2 investigate AI/ML model transferred through proprietary format or open format from the aspects of model size of different format, standardization effort, compatibility/executability among different platforms and support of model change during mobility. 
The comparison of the different model format is illustrated in Table 1. 
Table 1 Comparison of different model formats
	[bookmark: _Hlk118127555]Model description 
	Model size
	Standardization effort
	Concerns on compatibility and executability among different platforms
	Support of Model change during mobility

	Proprietary format
	large
	low
	Yes
	Model transfer/delivery is always needed; No support of delta configuration

	Open format
	small
	high
	No
	Can support delta configuration


0. Model Control and Model Monitoring
[bookmark: OLE_LINK25]In RAN1#110b-e meeting, RAN1 made following agreements related to model selection, activation, deactivation, switching, and fallback. We call the above operations as model control for short to facilitate the discussion. 
	[bookmark: OLE_LINK76]Agreement
[bookmark: OLE_LINK26][bookmark: OLE_LINK84]For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms



RAN1 also agreed to study model monitoring at least for the purposes of model control and model update and elaborated on how model monitoring interacts with model control for the use case of CSI compression and BM. There is no relevant agreement for positioning. 
	Agreement
[bookmark: OLE_LINK24]Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· Alt1. NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· Alt2. UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching 
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



[bookmark: OLE_LINK83]Table 2 is trying to match the use case specific agreements with general aspect agreements and makes those agreements made in different places keep consistent. 
Table 2 Network-decided vs. UE-decided for different use cases
	[bookmark: OLE_LINK79]Network-decided, Network-initiated,
	Network-decided, UE-initiated

	

	


	· CSI compression (Alt 1)
· [bookmark: OLE_LINK82][bookmark: OLE_LINK78]BM-case 1 and BM-case 2 (Alt 2)
	· CSI compression (Alt 2), 
· BM-case 1 and BM-case 2 (Alt 3)


	[bookmark: OLE_LINK80]UE-decided, decision reported to network, network configuration
	[bookmark: OLE_LINK81]UE autonomous, decision reported to network
	UE autonomous, decision not reported to network

	

	

	


	BM-case 1 and BM-case 2 (Alt 1)


It can be observed that for at least for UE-sided models and two-sided models, network-decided approach is considered for all use cases, including CSI compression, BM-case 1 and BM-case 2. UE-decided approach is only considered for UE-sided model, like BM-case 1/2 where AI/ML training, inference as well as model monitoring is performed at the UE side. However, there are some uncertainties for UE-decided approach, e.g., what events/conditions are required to be configured by the network and whether UE needs to report its decision to the network, which needs more RAN1 inputs. Furthermore, UE-decided approach assumes that model monitoring is performed at the UE side. 
[bookmark: OLE_LINK91]Observation 6: Network-decided control considers both cases that model monitoring is performed at UE side and/or network side for at least UE-sided and two-sided model.  UE-decided control considers the case that model monitoring is performed at the UE side. 
Proposal 4: RAN2 study following mechanisms of model control for UE-sided and two-sided model. FFS on other mechanism.
· Network-decided control with model monitoring performed at UE side and/or network side,
· UE-decided control with model monitoring performed at UE side. 


Conclusion
Based on the observations:
Observation 1: Data collection requirements for different purposes are distinctively different, implying different solutions need to be considered. 
Observation 2: Considering AI/ML model may be cell dependent, vendor-based or cell-configuration based (indicated by RAN assistance information), different AI/ML models may be needed when UE moves from one cell to another. 
Observation 3: AI/ML model transfer in the format of runtime image involves large overhead and is unable to support delta configuration if the model is updated or finetuned. 
Observation 4: One practical issue for AI/ML model transfer in the format of runtime image is how to guarantee the compatibility and executability of the AI/ML model among platforms of different vendors. 
Observation 5: AI/ML model format specified in 3GPP can make model transfer more efficiently and facilitate the model management at the gNB side.  But it requires more standardization effort to specify the AI/ML model format. 
Observation 6: Network-decided control considers both cases that model monitoring is performed at UE side and/or network side for at least UE-sided and two-sided model.  UE-decided control considers the case that model monitoring is performed at the UE side. 
We propose:
Proposal 1: RAN2 consider data delivery through UP channel from UE to a server, where data set is built. SA2 needs to be involved. FFS when and how to involve SA2.
Proposal 2: RAN2 discuss the mechanism to support AI/ML change during UE mobility. 
Proposal 3: RAN2 investigate AI/ML model transferred through proprietary format or open format from the aspects of model size of different format, standardization effort, compatibility/executability among different platforms and support of model change during mobility. 
Proposal 4: RAN2 study following mechanisms of model control for UE-sided and two-sided model. FFS on other mechanism.
· Network-decided control with model monitoring performed at UE side and/or network side,
· UE-decided control with model monitoring performed at UE side. 
Reference
[1] R2-2301440,Outcome of [Post120][054][AIML18] Data Collection (Ericsson / vivo), Ericsson, vivo
[2] R2-2301576, Report of [Post120][053][AIML18] model transfer delivery (Huawei), Huawei
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