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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly include AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
Up to now, AI/ML model identification made big progress in RAN2. In RAN2#119b-e [2], below high level agreements were made with FFS on model identification: 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

RAN2#120 [3], below high level agreements were made: 
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 

Meanwhile, two post-meeting email discussions were kicked off to discuss AI/ML model transfer / delivery [4] and data collection [5].  
In this contribution, we further discuss the follow RAN2 aspects of AI/ML:
· Further discussion on AI/ML model identification
· LCM 
· Capability 
Please note that we discuss open issues on post-meeting email discussion on AI/ML model transfer / deliver and data collection in our companion contribution [6].  
2 Discussion 
2.1 Further discussion on AI/ML model identification 
In RAN2#119b-e [2], it was agreed that an AI/ML model is identified by a model ID and some its meta info may need to be known. And RAN2#120 [3] agreed that model ID can be used in LCM including model delivery.
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 

Besides LCM and model delivery, we think a specified model identification is also desirable to facilitate the multi-vendor offline training. An example is CSI compression being discussed in RAN1, where the decode model in gNB and encode model in UE are required to be matched. Thus, an unique model ID between the UE and NW is necessary similar to model transfer,.    
Observation 1: Besides LCM and model delivery, an unique AI/ML model ID between the UE and NW can be used to facilitate multi-vendor offline training without model transfer (e.g. CSI compression).
Thus, we propose:
Proposal 1: Besides LCM and model delivery, AI/ML model ID can also be used to facilitate multi-vendor offline training for two sided model without model transfer (e.g. training collaboration type 2 and type 3). 
With regarding to how AI/ML model ID is specified, we think 3GPP can consider similar way of 5G GUTI by putting multiple essential fields together. Specifically, AI/ML model ID may include UE vendor ID, NW vendor ID, PLMN ID, etc., so that the AI / ML model ID is unique among different UE and NW vendors. Its details need further discussion. 
Proposal 2: AI / ML model ID is unique among different UE and NW vendors. 
Proposal 3: AI / ML model ID is specified by putting multiple essential fields (e.g. UE vendor ID, NW vendor ID, PLMN ID, version number, etc.) together similar to 5G GUTI. FFS details of its included fields. 
Meanwhile, RAN2 agreed to introduce meta info of AI/ML model from Management or Control point of view in RAN2#119b-e [2] but its details were still FFS.
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

In our understanding, the meta info means some important AI/ML model description information which are not essential to be included in model ID. For example, the meta info can include model input type/size, model output type/size, and its use case, etc. Similar to AI/ML ID, its details need further discussion. 
Proposal 4: Meta info of an AI/ML model includes important model description information except the fields of model ID (e.g. model input type/size, model output type/size, its use case, etc.). FFS its details. 
Finally, it is worth discussing the format of model representation file, which is the main payload which represent the trained model itself. In our understanding, we can have below possible formats:   
1) Binary image. 
· To compile the model to a run-time binary image, device hardware specific information is needed. Binary image can only be used for model delivery between vendor server to the same vendor devices.
2) Existing model representation formats in industrial
· The number of popular formats is actually quite limited which are illustrated in below Table 1.
3) Public format (e.g. ONNX)
4) 3GPP specify a new model representation format. 
Among them, we think 1) and 4) should be precluded to be endorsed in 3GPP due to below reasons:
· 1) needs device hardware specific information to compile the model to a run-time binary image. Thus, binary image can only be used for model delivery between vendor server of the same vendor. It doesn't make sense for 3GPP to endorse device hardware specific format.
· 4) is conflicted with below note in SID objective:
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
[image: Table

Description automatically generated]
Table 1: Existing popular model representation formats
Observation 2: Binary image needs device hardware specific information to compile the model to a run-time binary image. Thus, it can only be used for model delivery between vendor server of the same vendor.
Observation 3: The number of model representation formats in industrial is quite limited.
For existing AI/ML model representation formats illustrated in 2) and 3), we think some of them can be endorsed as 3GPP defined format. RAN2 can further study which mode formats are necessary. Meanwhile, if more than 1 model representation formats are endorsed, maybe some model format coordination procedure between UE and NW needs to be specified when UE and NW support different model formats. We think it can also be further studied.       
Proposal 5: Endorse some existing AI/ML model representation formats (e.g., h5, ONNX) as 3GPP defined format, and RAN2 do not specify new model format for model delivery. FFS which existing model representation format(s) are endorsed. FFS whether / how to specify model format coordination procedure between UE and NW.  
2.2 Life cycle management (LCM)
Life cycle management (LCM) is an important aspect for real-time large-scale AI implementation. RAN1 is actively discussing LCM, and some companies proposed some assistance information to support LCM. For example, the UE can predict and feedback the recommended gNB beam index for future use, so that NW can decide to enable/disable AI model. In addition, LCM will be complex in case of NW-UE collaboration with model transfer. 
Observation 4: RAN1 is actively discussing LCM, and related assistance information to support LCM.
Since LCM is being discussed in RAN1, we think RAN2 should avoid the duplicated discussion on LCM. RAN2 need to involve in discussion on LCM if RAN1 conclude some assistance information is transmitted via RRC and/or MAC-CE. Before RAN1 conclusion is clear, we don't think RAN2 need to start the LCM discussion.   
Proposal 6: For LCM discussion, RAN2 wait for sufficient RAN1 progress per use case (e.g. RAN1 conclude some assistance information requires RRC and/or MAC-CE). 
2.3 UE capability
In the last two RAN1 meetings, there were some proposals on new kinds of UE capability (e.g. storage and computation). However, we think these proposals will not change existing UE capability framework. So, RAN2 is not hurry to discuss new UE capability framework. As usual, RAN2 should discuss UE capability in normative phase.
Proposal 7: Although some new kind of UE capability for AI/ML may be required (e.g. storage, computation), RAN2 should discuss UE capability in normative phase as usual.  

3 Conclusion
In this contribution, we further discuss RAN2 aspects of Rel-18 AI/ML for air interface. Our observations are:
Observation 1: Besides LCM and model delivery, an unique AI/ML model ID between the UE and NW can be used to facilitate multi-vendor offline training without model transfer (e.g. CSI compression).
Observation 2: Binary image needs device hardware specific information to compile the model to a run-time binary image. Thus, it can only be used for model delivery between vendor server of the same vendor.
Observation 3: The number of model representation formats in industrial is quite limited.
Observation 4: RAN1 is actively discussing LCM, and related assistance information to support LCM.

Based on observations, our proposals are:
AI/ML model identification
Proposal 1: Besides LCM and model delivery, AI/ML model ID can also be used to facilitate multi-vendor offline training for two sided model without model transfer (e.g. training collaboration type 2 and type 3). 
Proposal 2: AI / ML model ID is unique among different UE and NW vendors. 
Proposal 3: AI / ML model ID is specified by putting multiple essential fields (e.g. UE vendor ID, NW vendor ID, PLMN ID, version number, etc.) together similar to 5G GUTI. FFS details of its included fields. 
Proposal 4: Meta info of an AI/ML model includes important model description information except the fields of model ID (e.g. model input type/size, model output type/size, its use case, etc.). FFS its details. 
Proposal 5: Endorse some existing AI/ML model representation formats (e.g., h5, ONNX) as 3GPP defined format, and RAN2 do not specify new model format for model delivery. FFS which existing model representation format(s) are endorsed. FFS whether / how to specify model format coordination procedure between UE and NW.  
Life cycle management
Proposal 6: For LCM discussion, RAN2 wait for sufficient RAN1 progress per use case (e.g. RAN1 conclude some assistance information requires RRC and/or MAC-CE). 
UE capability
Proposal 7: Although some new kind of UE capability for AI/ML may be required (e.g. storage, computation), RAN2 should discuss in normative phase as usual.  
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