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1		Introduction 
In this contribution, we provide some general views on the mapping of DRB(s) to LCH(s) and the in-sequence delivery of PDU-Sets to higher layers.

2		Mapping of DRB(s) to LCH(s) 

The N1N mapping alternative, which consists of multiplexing of the types of PDU Sets in one QoS flow in the NAS and demultiplexing them to multiple DRBs in the AS, has been excluded in RAN2#120 as it was agreed that QoS flow cannot be mapped onto multiple DRBs in the uplink.
The 111 mapping alternative, which consists of one-to-one mapping between types of PDU Sets and QoS flows in the NAS and one-to-one mapping between QoS flows and DRBs in the AS, is the legacy scheme. In this mapping alternative, PDCP can map the PDU-Sets to the same LCH. 
But since in SA2 [1] it was agreed that all PDU-Sets in the QoS flow have the same QoS requirements, alternative 111 might not be needed. Obviously, it can be supported already with the legacy design but there is no need for further enhancement as it might not be used for XR traffic.
The N11 mapping alternative, which consists of multiplexing of different types of PDU Sets on one QoS flow in the NAS and one-to-one mapping between the QoS flows and DRBs in the AS and the NN1 mapping alternative which consists of one-to-one mapping between types of PDU Sets and QoS flows in the NAS and multiplexing of QoS flows in one DRB in the AS are both new alternatives and not previously supported in NR. Both alternatives cannot support differentiated PDU-Sets treatment. Mapping PDU-Sets one-to-one from the PDCP entity in the DRB to an LCH is sufficient if the PDU-Sets are of same importance. However, when PDU-Sets possess different indicated importance then changes to the legacy operation in order to allow differentiated handling of PDU-Sets and higher priority to high importance PDU-Sets is needed, utilizing one-to-one mapping between DRBs and LCHs may result in no differentiated treatment. Hence, it might be beneficial to support a splitting of the PDU-Sets to different LCHs based on their importance. The different LCHs can be configured with different parameters (e.g., priority, PBR, …) to guarantee appropriate treatment of the different PDU-Sets based on their level of importance. Demultiplexing of PDU-Sets from one DRB onto multiple LCHs is currently not supported in NR and can be introduced and made configurable by the network and enabled whenever needed.
Proposal 1: Support one-to-multiple mapping of PDU-Sets from one DRB onto multiple LCHs
One of the possible issues of the one-to-multiple mapping between one DRB and multiple LCHs is the lack of information about the bit-rates of high importance and low importance PDU-Sets to configure the PBR for each LCH. One possible solution is to configure the PBR to infinity for the high importance PDU-Sets.  This obviously doesn’t reflect the actual bit-rate of high importance PDU-Sets but it shouldn’t impact much the efficiency of the system as the I-frames/slices are less frequent.
Alternatively, the PBR could be initially configured to infinity and then adjusted following the estimation of the required bit-rate for each level of importance. 

Proposal 2: PBR for the LCH associated with the high importance PDU-Set is initialized to infinity and then re-adjusted based on the estimated low/high importance PDU-Sets bit rates at the UE/Network.
Since two levels of PDU-Sets importance are agreed in SA2, two RLC entities could be supported per DRB to handle the two levels of importance. 
Proposal 3: Two RLC entities per DRB are to be supported to handle the two PDU-Set importance levels. 
Since SA2 agreed [1], that PDU Sets with different importance are still having the same QoS requirements and the importance indication could be used for the discard and the differentiated handling when congestion happens. 
Similar approach could be adopted in UL, and the above proposals could be configurable and enabled/disabled by the gNB whenever needed, for example when congestion happens. 
Proposal 4: In UL, the one-to-multiple mapping of PDU-Sets from one DRB onto multiple LCHs could be configurable and enabled/disabled by the gNB.

3		In-sequence delivery of PDU-Sets to higher layers

If PDU-Sets of different importance are going to receive differentiated handling in RAN, then a new-re-ordering mechanism might be required. 
So far, according to SA2, PDU-Sets of different importance can have the same QoS handling and RAN may use the PDU Set importance parameter for packet discarding in presence of congestion. 
Since PDU Set Sequence Number is used in the AS and is signalled to RAN, which means the AS layer does know the sequence of PDU Sets and can do the re-ordering if needed. However, in case of discard, RAN can signal to higher layers the discard of a PDU-Set to take it into consideration in the re-ordering.  
Consequently, the L2 doesn’t need to be enhanced to support the re-ordering and this can be handled at higher layers if needed.
Proposal 5: Re-ordering can be handled at higher layers if needed. 
4		Conclusions
In conclusion, we have the following proposals: 
Proposal 1: Support one-to-multiple mapping of PDU-Sets from one DRB onto multiple LCHs
Proposal 2: PBR for the LCH associated with the high importance PDU-Set is initialized to infinity and then re-adjusted based on the estimated low/high importance PDU-Sets bit rates at the UE/Network.
Proposal 3: Two RLC entities per DRB are to be supported to handle the two PDU-Set importance levels. 
Proposal 4: In UL, the one-to-multiple mapping of PDU-Sets from one DRB onto multiple LCHs could be configurable and enabled/disabled by the gNB.
Proposal 5: Re-ordering can be handled at higher layers if needed. 
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