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Introduction
In RAN2 #120 meeting, following agreements on general aspects of AI/ML air interface RAN2 impact were agreed:
	· R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
· R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
· For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions


In this contribution, we continue discuss RAN2 impact of different life cycle management functionalities.
Discussion
Model Registration
Model Registration is seen as a procedure to request service for a specific use case. 
There are two kinds of model registration: 1) network registers model from upper layer; 2) UE registers model from the network. When UE performs model registration, it may serve for two purposes, one is to request AI/ML service from network to the UE for UE-sided model or two-sided model, another is to request AI/ML operation is used for certain use case when network-sided model is considered.
Observation 1: The UE may perform model registration to request AI/ML service from the network or request network to perform AI/ML for a certain use case.
For the first registration type (i.e. network registers model from upper layer), it can be achieved by network implementation. In this section, we mainly focus on how UE can register model from the network and analyse RAN2 impact.
Based on our understanding, AI/ML model for different use cases can be treated as a service for the UE. The UE can register and select proper AI/ML model based on broadcast information by the network. A similar procedure as multicast/broadcast interest indication can be considered for AI/ML service/model registration. The network can broadcast AI/ML service(s) it can support in the SIB information, and the UE indicates its interested service(s) by sending interest indication message to the network.
Alternatively, gNB can also request UE to provide interest indication based on UE’s AI/ML related capability.
Proposal 1: RAN2 to consider following approach for model registration:
Option 1: A new SIB information is used by the network to broadcast its supported AI/ML use case(s). The UE indicates its interested service(s) via interest indication message. FFS on the details carried in SIB and interest indication.
Option 2: The network requests the UE to provide their interested service(s) based on UE’s AI/ML related capability.
Model Monitoring
As agreed by RAN1, model monitoring is used to serve the purpose of model activation, deactivation, selection, etc. 
	Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


Furthermore, for CSI feedback and Beam management use case, except UE-side model, RAN1 further agreed it is more suitable to let the network be responsible for model monitoring, as it can reduce the overhead for controlling model selection, activation, etc.
	CSI use case 
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
BM use case
 Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring2
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


Therefore, following scenarios are considered:
Option 1: UE-sided one-sided model and model monitoring at the UE side
Option 2: network-sided one-sided model and model monitoring at the network side
Option 3: two-sided model and model monitoring at the network side
Option 4: two-sided model and model monitoring at the UE side and report to the network 
Data that can be considered for model monitoring is discussed in the companion contribution [1], where both wireless related system performance/measurement and model performance feedback are considered. It is further proposed the wireless related system performance can reuse existing data collection framework, e.g. SON/MDT data collection framework, L2 measurement, etc. It’s not clear how to support model performance feedback transfer for model monitoring.
Since model inference and model monitoring are located in the same side/entity in Option 1 and Option 2, the model performance feedback can be exchanged within the same entity without specification impact. In Option 3/4, since the (part of) model inference function is located at a different entity, the model performance feedback should be reported by the UE towards the network. 
Similar as measurement report, this model performance feedback can either report periodically or triggered by event.
RAN2 may consider adding other scenarios depending on further progress in RAN1.
Proposal 2: For UE-sided model and two-sided model, the UE reports its model performance feedback (e.g. inference accuracy, model bias, etc) to the network periodically or event-triggered. FFS on the detail information of model performance feedback. FFS on other scenarios depending on further progress in RAN1.
Model selection/activation/deactivation/switching/fallback
Following agreements are achieved in RAN1 #110bis-e meeting on model selection and related procedure:
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.



For network-sided model, the network should make the decision, where the model selection and related procedure can be done by implementation without specification impact. 
Considering model selection/activation/deactivation/fallback/switching procedures may not be frequently updated, therefore, RRC signaling can be considered to support those procedures. As captured in RAN1 above agreements, the main specification impact comes from UE-sided and two-sided model, where following signalling aspects should be considered by RAN2:
Scenario 1: UE-sided/two-sided model, network-side model monitoring, network initiated


Scenario 2: UE-sided/two-sided model, UE-side model monitoring, UE-initiated decision and request to network


Scenario 3: UE-sided/two-sided model, UE-side model monitoring, event triggered 


Scenario 4: UE-sided/two-sided model, UE-side model monitoring, UE’s decision report to the network


Observation 2: RRC Signalling can be used to support model selection /activation /deactivation /fallback /switching.
Furthermore, RAN1 further agreed activation/deactivation/switching/fallback indication can be based on individual AI/ML functionality or model ID. 
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs



In our understanding, the model ID or functionality is one of the representatives of which module/function should be activated/deactivated/switched/fallback. Hence, signalling procedure of activation/deactivation/switching/fallback could be independent of whether the indication is based on functionality or model ID. 
Proposal 3: RAN2 to study below four scenarios of RRC signalling impact:
1) Scenario 1: UE-sided/two-sided model, network-side model monitoring, network initiated
2) Scenario 2: UE-sided/two-sided model, UE-side model monitoring, UE-initiated decision and request to network
3) Scenario 3: UE-sided/two-sided model, UE-side model monitoring, event triggered 
4) Scenario 4: UE-sided/two-sided model, UE-side model monitoring, UE’s decision report to the network
Model Transfer
As agreed by RAN1, the main difference between level y and level z is whether model transfer is transparent to 3GPP or not. Therefore, model transfer specification impact is specifically studied to support level z.
Meta Info for Model Description
Together with model ID, one of the motivation of having the meta information is mainly to let UE and network understand the complexity of AI/ML model, so that the model can be selected/activated/deactivate/switched.
Use case can be considered as one of the main meta info to describe a model, as it indicates the basic functionality/feature that an AI/ML model can support. 
Furthermore, as agreed in RAN1 for performance evaluation, following aspects can be considered as meta information:
	1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)


For pre-/post-processing, since it cannot use accurate data to describe its complexity, the network can simply indicate “high”, “low”, etc as the computational complexity.
Proposal 4: Meta Information as model description includes supported use case, model inference complexity (e.g. FLOPs), level of pre-/post processing, model size.
Proposal 5: Meta info of an AI/ML model can be used for model selection/activation/deactivation/switching.
Model Update
After running a certain time, the deployed model at the UE side may need to be updated. Following mechanism for model update can be considered from RAN2 point of view:
· Timer based
For UE-sided model, the network may configure a timer to let UE update its model upon timer expires. Alternatively, if the model is received from the network, the network can send an update AI/ML model to the UE upon timer expires. For the later case, it can be done by implementation. 
· Model information based (e.g. Model confidence level/loss)
The main motivation to update model at one side is to maintain the high-accuracy level of AI/ML model and keep the inference result accurate. Therefore, the model update can be triggered based on the model performance, e.g. model confidence level, or loss function. 
Confidence level is calculated at the model inference node, by comparing prediction results and the real value (real future input to model inference). If the confidence level is lower than certain threshold, a model update should be triggered to avoid using the wrong/inaccurate predicted results/actions. This could also be triggered by either network or UE.
· Performance feedback based
As discsussed earlier, performance feedback may trigger model selection/activation/etc. Similarly, it can also trigger model update.
Proposal 6: RAN2 to study signaling and protocol impact assuming following model update mechanism:
1) timer based model udpate 2) model information (e.g. confidence level/loss) based model udpate 3) performance feedback based.
Location of AI/ML model
During email discussion, the location of AI/ML model generation was not discussed. However, this issue is important to conclude before comparing the feasibility of different model transfer/delivery solutions. Though how the AI/ML model is transmitted within the network may not be RAN2 scope, the location of AI/ML model still impacts on how much specification impact need to be introduced and whether current mechanism is sufficient enough, e.g. RRC message size (as discussed below). Therefore, we suggest to first conclude on the location of AI/ML model before comparing model delivery/transfer solutions. 
Proposal 7: RAN2 to first conclude on the location of AI/ML model before discussing pros/cons of model delivery/transfer solutions.
During email discussion [053], it is proposed to focus on the downlink model delivery/transfer first, while the solution could also be applicable to uplink. Therefore, in this discussion, we also mainly focus on downlink model delivery, i.e. network to send an AI/ML model to the UE for two-sided model or UE-sided model. 
There are several possibilities of the location generating AI/ML model:
Option 1: Non-real time (e.g. OAM, 3rd party server/application layer, CN (including LMF for positioning))
Option 2: Real-time (i.e. gNB)
The pros/cons of different options are analysed as below:
	
	Pros
	Cons

	Option 1: Non-real time
	1. Allow offline training which has lower requirement regarding to data collection, model update, etc.
2. Limited impact to support large size of AI/ML model, e.g. no limitation due to RRC segmentations and maximum size.
3. No need for gNB to store the generated AI/ML model.
4. Can be naturally supported by existing architecture/protocol design
	1. Longer latency for model update/selection/switching, etc.
2. Data collection/transmission from gNB to upper layer

	Option 2: Real-time
	1. Shortest latency for model training/inference.
2. Limited network impact due to AI/ML operation (including data collection) is terminated at gNB, e.g. doesn’t require further work for other WGs.
	1. Heavy workload/overhead introduced to gNB, which may impact system real-time performance.
2. High memory requirement to gNB to store all trained AI/ML models.
3. High specification impact if large size of AI/ML model is supported.
4. UP solution doesn’t apply due to breaking the principle of DRB establishment.


However, we think the disadvantages of Option 1 are not severe, as the AI/ML model is not an urgent service which has lower requirement on latency. Based on above analysis, we think upper layer model generation is preferred, i.e. AI/ML model locates at OAM/3rd party server/CN. Note that, although model is generated by upper layer, from UE point of view, it is still feasible for gNB to deliver.
Observation 3: RAN2 assumes AI/ML model can be generated in a non-real time manner, e.g. AI/ML model resides in upper layer (OAM/CN/3rd party server), and model generated by upper layer to  be delivered/transferred by gNB to the UEs is still feasible.
Control Plane vs. User Plane
Advantage/disadvantage of various control plane/user plane model transfer/delivery method was discussed in email discussion [Post120][053][AIML18] model transfer delivery. In this section, on top of what has been summarized in the email discussion, we further analyze pros/cons of some model transfer/delivery methods.
Solution 1a (CP: gNB-UE via RRC signaling)
First of all, it is noted that how AI/ML model is transferred within the network was not discussed during email discussion [053]. In our understanding, Solution 1a only shows the link between UE and the final end of model transfer/delivery at the network side. It does not preclude the AI/ML model to be transferred within network to upper layer (e.g. OAM, 3rd party server). 
To further clarify, we think Solution 1a also includes the scenario where model is first generated by upper layer (e.g. OAM/application layer), then transmitted to gNB and finally send to gNB via RRC signaling.
During email discussion, a lot of benefits of Solution 1a were summarized, e.g. support inter-operability, limited specification impact and limited latency by using (different) SRB, etc. On the other hand, companies also have concern of using Solution 1a. However, some of the concerns, in our understanding may not be an issue:
1. Large size AI/ML model
It was argued that RRC signaling cannot support large size AI/ML model, as the maximum size it can support is 45kBytes (segmentation supported). This challenge comes from the maximum message size that can be transmitted over the air interface. 
However, for large size AI/ML model, it’s not necessarily to let RRC message support segmentation. As discussed above, AI.ML model could be generated by upper layer (e.g. OAM/application layer, etc). Therefore, for this option, the large size of AI/ML could be segmented in the upper layer to avoid exceeding maximum size of RRC message. 
2. Heavy workload and memory requirement at gNB 
As discussed above, the AI/ML model is preferred to be generated at upper layer. It will not introduce heavy workload and storage requirement to gNB. The service continuity can also be supported by upper layer. 
Proposal 8: RAN2 confirms that Solution 1a is feasible and following observations are proposed to be captured in the TR:
· Solution 1a does not preclude the scenario where model is first generated by upper layer (e.g. OAM/application layer), then transmitted to gNB and finally send to gNB via RRC signaling
· In Solution 1a, the large size AI/ML model can be segmented at upper layer (e.g. application layer) within the maximum size of RRC message. No need to extend existing segmentation number supported by RRC. 
· If AI/ML model is generated at upper layer, Solution 1a will not introduce heavy workload and memory requirement to gNB. Service continuity can also be supported.
Furthermore, whether to use existing SRB or a new SRB was also discussed. As mentioned earlier, the AI/ML model is not an urgent task and require real-time transmission. Similar as QoE, a new low priority SRB is used to carry AI/ML model. The priority of this new SRB can be the same as SRB4 for Rel-17 QoE.
One may further concern that SRB may not be able to support continuity during handover. As captured in TS38.323, current PDCP entity reestablishment does not support for SRB. To achieve continuity during handover, this could be simply achieved by extending current PDCP entity reestablishment to this new SRB used for AI/ML model.
	When upper layers request a PDCP entity re-establishment, the transmitting PDCP entity shall:
-    for SRBs (except SRBx for AI/ML model) and UM DRBs, set TX_NEXT to the initial value;
-    for SRBs (except SRBx for AI/ML model), discard all stored PDCP SDUs and PDCP PDUs;
-    for SRBx (for AI/ML model) and AM DRBs whose PDCP entities were not suspended, from the first PDCP SDU for which the successful delivery of the corresponding PDCP Data PDU has not been confirmed by lower layers, perform retransmission or transmission of all the PDCP SDUs already associated with PDCP SNs in ascending order of the COUNT values associated to the PDCP SDU prior to the PDCP entity re-establishment as specified below:
-    …
-    submit the resulting PDCP Data PDU to lower layer, as specified in clause 5.2.1.
When upper layers request a PDCP entity re-establishment, the receiving PDCP entity shall:
[bookmark: Signet15]-    process the PDCP Data PDUs that are received from lower layers due to the re-establishment of the lower layers, as specified in the clause 5.2.2.1;
-    for SRBs (except SRBx for AI/ML model), discard all stored PDCP SDUs and PDCP PDUs;
-    for SRBs (except SRBx for AI/ML model), UM DRBs and UM MRBs, if t-Reordering is running:
-    stop and reset t-Reordering;
-    for UM DRBs and UM MRBs, deliver all stored PDCP SDUs to the upper layers in ascending order of associated COUNT values after performing header decompression;
-    for SRBs (except SRBx for AI/ML model), UM DRBs and UM MRBs, set RX_NEXT and RX_DELIV to the initial value;


Proposal 9: To support Solution 1a, following specification changes are expected:
· A new low priority SRB is introduced to carry AI/ML model.
· PDCP reestablishment is applicable to this new SRB .
Solution 2a (CP: CN-UE via NAS signaling)
As captured in the summary of email discussion [053], Solution 2a has similar issue as Solution 1a, which we addressed earlier. To further clarify, assume Solution 2a is used for AI/ML model transfer, a new SRB is still preferred, rather than reuse SRB2. This is because the priority of AI/ML model transfer may be lower than other NAS signaling. Also, if AI/ML model is transferred together with other NAS signaling, it may delay other NAS signaling transfer which may impact service connectivity.
Proposal 10: In Solution 2a, a new low priority SRB is introduced to carry AI/ML model.
AI/ML related UE Capability
Compared with legacy physical layer processing, AI/ML model inference may have certain performance shift. If the AI/ML model is purely trained/inferenced at the UE side, e.g. UE-sided model, the network should still to be able to control whether the UE is using legacy approach or using AI/ML model to make sure a good system performance. To allow network has the visibility of UE’s capability of AI/ML, the UE needs to report what use case it can support by AI/ML. 
Proposal 11: UE should report supported AI/ML use case(s) to the network.
For two-sided model or UE-sided model where model is downloaded from network side, different from legacy UE capability, to support AI/ML, it requires UE has specific capability to be able to process the received AI/ML model from the network. For example, to successful receive the model, the UE should have enough memory to store the trained model, therefore, the UE should report its supported maximum model size. 
Additionally, the UE should also be able to compile and execute the received AI/ML model. To support that, the network needs to understand the supported AI/ML structure by the UE, e.g. CNN, LSTM, RNN, etc. 
Performing AI/ML model inference may require a lot of power consumption at UE side. It is better for the UE to report its maximum battery capacity and its current battery status to the network, so that the network may consider a proper duration for model activation and deactivation.
Proposal 12: For two-sided model or UE-sided model where model is transferred from network to the UE, UE reports following AI/ML related UE capability:
· maximum model size, 
· supported model structure, 
· maximum battery capacity, 
· current battery status, etc.
Conclusion
In this contribution, we analyze the potential RAN2 impact of LCM with following observation and proposal:
Model registration
Observation 1: The UE may perform model registration to request AI/ML service from the network or request network to perform AI/ML for a certain use case.
Proposal 1: RAN2 to consider following approach for model registration:
Option 1: A new SIB information is used by the network to broadcast its supported AI/ML use case(s). The UE indicates its interested service(s) via interest indication message. FFS on the details carried in SIB and interest indication.
Option 2: The network requests the UE to provide their interested service(s) based on UE’s AI/ML related capability.
Model monitoring
Proposal 2: For UE-sided model and two-sided model, the UE reports its model performance feedback (e.g. inference accuracy, model bias, etc) to the network periodically or event-triggered. FFS on the detail information of model performance feedback. FFS on other scenarios depending on further progress in RAN1.
Observation 2: RRC Signalling can be used to support model selection /activation /deactivation /fallback /switching.
Proposal 3: RAN2 to study below four scenarios of RRC signalling impact:
1) Scenario 1: UE-sided/two-sided model, network-side model monitoring, network initiated
2) Scenario 2: UE-sided/two-sided model, UE-side model monitoring, UE-initiated decision and request to network
3) Scenario 3: UE-sided/two-sided model, UE-side model monitoring, event triggered 
4) Scenario 4: UE-sided/two-sided model, UE-side model monitoring, UE’s decision report to the network
Meta info
Proposal 4: Meta Information as model description includes supported use case, model inference complexity (e.g. FLOPs), level of pre-/post processing, model size.
Proposal 5: Meta info of an AI/ML model can be used for model selection/activation/deactivation/switching.
Model update
Proposal 6: RAN2 to study signaling and protocol impact assuming following model update mechanism:
1) timer based model udpate 2) model information (e.g. confidence level/loss) based model udpate 3) performance feedback based.
Model delivery/transfer[image: ]
Proposal 7: RAN2 to first conclude on the location of AI/ML model before discussing pros/cons of model delivery/transfer solutions.
Observation 3: RAN2 assumes AI/ML model can be generated in a non-real time manner, e.g. AI/ML model resides in upper layer (OAM/CN/3rd party server), and model generated by upper layer to  be delivered/transferred by gNB to the UEs is still feasible.
Proposal 8: RAN2 confirms that Solution 1a is feasible and following observations are proposed to be captured in the TR:
· Solution 1a does not preclude the scenario where model is first generated by upper layer (e.g. OAM/application layer), then transmitted to gNB and finally send to gNB via RRC signaling
· In Solution 1a, the large size AI/ML model can be segmented at upper layer (e.g. application layer) within the maximum size of RRC message. No need to extend existing segmentation number supported by RRC. 
· If AI/ML model is generated at upper layer, Solution 1a will not introduce heavy workload and memory requirement to gNB. Service continuity can also be supported.
Proposal 9: To support Solution 1a, following specification changes are expected:
· A new low priority SRB is introduced to carry AI/ML model.
· PDCP reestablishment is applicable to this new SRB .
Proposal 10: In Solution 2a, a new low priority SRB is introduced to carry AI/ML model.
AI/ML related UE capability
Proposal 11: UE should report supported AI/ML use case(s) to the network.
Proposal 12: For two-sided model or UE-sided model where model is transferred from network to the UE, UE reports following AI/ML related UE capability:
· maximum model size, 
· supported model structure, 
· maximum battery capacity, 
· current battery status, etc.
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